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ABSTRACT 

The discrete element method (DEM) is employed to study complex behaviors of 

particulate media. Input parameters may greatly affect the response of DEM models and 

should therefore be selected carefully. Scaling techniques are employed to enlarge 

prohibitively small time-steps. To study these techniques, dimensionless input parameters 

were defined. Responses of models in the dimensionless scale were invariant with choice 

of density, elastic modulus, and characteristic length if the dimensionless parameters 

were kept constant. Hence, density scaling is equivalent to use of a higher strain-rate, and 

stiffness scaling results in a higher strain-rate and an elevated stress state in the 

dimensionless scale.  

In quasi-static simulations, the equilibrium state should be monitored by the 

proposed moment index. The conventional mass-damping model causes different 

damping ratios for particles. A new damping model was introduced to address this issue. 

Comparisons showed superiority of the presented model. The optimum damping ratio 

was defined as the damping ratio using which the imbalance is minimized in terms of the 
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moment index. For the conventional and proposed damping models the optimum 

damping ratio were determined approximately equal to 0.3% and 0.5%, respectively.  

In quasi-static simulations, very small strain-rates are applied that should not exceed 

a specific value beyond which the quasi-static conditions cannot be preserved. The quasi-

static strain-rate was defined based on the moment index equal to 0.1%. An approximate 

quasi-static strain-rate can be determined from a few simulations at high strain-rates. 

Predictive equations were developed based on initial void ratio, confining pressure, and 

particle-size distribution of samples. The equations showed adequate accuracy in 

estimating quasi-static strain-rate, better than that of the inertial number, and suited for 

the peak state.  

Three relationships were developed. The imbalance, in terms of the moment index, 

depends on the product of strain-rate and damping ratio. Peak friction coefficient shows a 

linear relationship with the moment index. Using this relationship, the quasi-static peak 

friction coefficient can be estimated by conducting a few simulations at higher strain-

rates (saving of computation effort). The relationship between peak friction coefficient 

and product of damping ratio and dimensionless strain-rate was derived, which can, also, 

be utilized to estimate the quasi-static peak friction coefficient. 
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CHAPTER 1 

Introduction and Scope of Work 

 

1.1. Overview 

Particulate media have abundant applications in various technological fields. Due to 

the amorphous structure of particulate media, these materials exhibit complex behaviors 

that are not easily predictable. The discrete element method (DEM), which nowadays is 

utilized more frequently by emerging high-speed computers, is a popular modeling 

technique used for the study of these complex behaviors. It has unique features, such as 

the possibility of performing multiple tests on one sample and investigation into 

microstructure, which are hard to achieve in physical experiments. To accomplish 

realistic predictions using DEM, it is important to select appropriate input parameters. 

However, firm guidelines for the selection of input parameters are still scarce, which is 

addressed in the present research. 

 

1.2. Motivations 

Following are the main topics that promoted this research: 

 

Inter-Particle Friction Coefficient and Sample preparation 

Every DEM simulation needs a sample with predetermined properties. Sample 

preparation is a challenging task that sometimes requires as much effort as the main 

simulation itself. The dynamic sample preparation methods yield realistic samples.  
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Where dynamic methods are used, building granular samples for DEM simulations 

requires special considerations and long runtimes. In these methods, samples with 

different void ratios are created by applying appropriate values for the inter-particle 

friction coefficient. However, users need to select suitable values for this parameter to 

obtain samples with desired void ratios. 

An automatic algorithm that enables the building of realistic samples with predefined 

specifications in a consistent manner can be useful to simplify this cumbersome task by 

eliminating the need to manually prepare samples. Therefore, sample preparation using a 

dynamic method is addressed in this study, as well as study of the correlation between the 

inter-particle friction coefficient and void ratio of created samples, which can be used to 

adjust the inter-particle friction coefficient to yield samples with desired void ratios. 

 

Time-Step and Scaling Techniques 

The most prohibitive aspect of DEM is the requirement of long runtimes resulting 

from the use of small time increments and low strain rates, as the simulation runtime is 

proportional to the time step and strain rate. Both of these parameters have upper limits. 

An explicit finite-difference scheme, which requires a time-marching approach, is 

employed to solve the equilibrium equations of particles in every time step. If a time step 

greater than the critical time increment is applied in the explicit methods, solutions 

diverge and become unstable; moreover, major events in DEM simulations, such as the 

formation and breakage of contacts, are missed. 

To cope with this problem, scaling methods have been widely used to increase the 

critical time step artificially, by increasing the density or size of particles or reducing 
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contact stiffness using a lower elastic modulus where a Hertzian contact model is 

adopted. It is not clear how these techniques influence the material response. Clarification 

of this matter is one of the subjects covered in the present study. 

 

Quasi-Static Strain Rate 

DEM is often intended to simulate static loading conditions, which have more 

applications in practice. In a static state, particles are in equilibrium at any given moment. 

DEM is a method that is based on movement and Newton’s second law of motion. In 

order to perform a DEM simulation close to a static state, i.e., a quasi-static simulation, it 

is necessary to limit unbalanced forces that cause movements relative to inter-particle 

contact forces, which tend to stabilize particles; that is, the inertial forces should be 

insignificant compared to the static forces. For this purpose, the loading rate has to be 

small enough to prevent developing excessive inertial forces. Hence, in quasi-static 

simulations, very small strain rates are applied that should not exceed a specific value 

beyond which the quasi-static conditions cannot be preserved. However, determining the 

strain rate at which quasi-static conditions are fulfilled has not gained much attention. 

Hence, a quantitative definition for quasi-static strain rate is covered in this work, in 

addition to the determination of this value. 

 

Evaluation of Equilibrium State 

In a quasi-static simulation, it is necessary to evaluate how close the simulation to a 

quasi-static state is. For assessment of the equilibrium state of samples, quantitative and 

qualitative methods exist. The use of a quantitative method is simpler and prone to less 
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error. To quantify the equilibrium state, an indicator is proposed in this study. 

 

Damping 

If the equilibrium state of samples can be maintained at higher strain rates, the upper 

limit of the allowable strain rate in quasi-static conditions increases. For this purpose, 

damping mechanisms are applied. Selecting an appropriate damping model and damping 

value are important. The global mass-damping model is one of the most widely used 

damping models. In this model, the damping coefficient (which is multiplied by particle 

mass to produce a damping constant) is equally applied to all particles in an assembly. 

This causes different damping ratios for the particles. That is, it results in a damping ratio 

proportional to the particle size; meaning that the rate at which velocity and acceleration 

of each particle are reduced differs depending on the particle size. This leads to less 

efficiency of the conventional mass-damping model. In this study, a new damping model 

is introduced to address this issue. To improve the equilibrium state, determining an 

optimum damping ratio is required as well, which is carried out in the present study. 

 

1.3. Dissertation Layout and Scope of Work 

In Chapter 2, the technical literature is reviewed for the discrete element method, 

damping models, input parameters, scaling methods, and sample preparation techniques. 

 

In Chapter 3, dimensionless input parameters are defined using a characteristic time 

and length. The dimensionless equations of motion are derived for a single particle. The 

effects of selected values for dimensionless input parameters on the mechanical behavior 
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of samples are studied. Then, the effects of density, elastic modulus, and characteristic 

size of particles on the mechanical response are studied, while keeping the dimensionless 

parameters constant. Finally, using the dimensionless scheme, scaling techniques are 

evaluated. 

 

Many samples are required in this study. In Chapter 4, an algorithm is proposed that 

automatically creates samples with user-defined parameters in a consistent manner. Using 

the samples that are prepared with this approach, the relationship between inter-particle 

friction coefficients used in the sample preparation stage and void ratios of the final 

samples is studied. 

 

In Chapter 5, an index is presented for the assessment of equilibrium state of samples 

quantitatively, namely moment index. A new mass-damping model is proposed that does 

not suffer from the drawback of the conventional mass-damping model. The new 

damping model is compared with the conventional one using the moment index. Then, 

the relationship between the moment index and damping ratio is studied. 

Most DEM simulations are aimed to determine the quasi-static peak friction 

coefficient of samples. The relationship between the peak friction coefficient and moment 

index is studied, and using this relationship, an approximation method is presented to 

estimate the peak friction coefficient in quasi-static conditions. This method requires a 

few simulations at a high strain rate, which takes much less runtime than a simulation at 

quasi-static strain rate. 

 



www.manaraa.com

 

6 
 

In Chapter 6, the main goal is to determine the quasi-static strain rate. After study of 

the relationship between the moment index and strain rate, the quasi-static strain rate is 

defined based on the moment index. Then, using this relationship, an approximate 

method is presented for determining the quasi-static strain rate. This method requires a 

few simulations at high strain rates, which can be accomplished within short runtimes. 

Another method is proposed that enables the estimation of the quasi-static strain rate 

based on the specs of a sample without the need for preliminary simulations. For this 

purpose, several samples with different specs are subjected to different strain rates, and 

the quasi-static strain rates of the samples are determined. Then, individual correlations 

between the specs and the quasi-static strain rates are studied. In this study, to reduce the 

number of the influential parameters, the density, elastic modulus, and characteristic size 

of the samples are ruled out employing the dimensionless scheme; thereby, the effects of 

the initial void ratio, confining pressure, and particle-size distribution are merely 

considered. A characteristic parameter, namely dispersity index, is proposed to represent 

the particle-size distribution of samples. Combining the identified correlations, predictive 

equations to estimate the quasi-static strain rate are proposed in dimensionless forms and 

generalized to dimensional forms for practical uses. 

In addition, the relationship between the peak friction coefficient and strain rate is 

studied. Finally, two more methods are presented to estimate the quasi-static peak friction 

coefficient of samples. These methods require a few simulations at high strain rates to 

avoid time-consuming simulations at small quasi-static strain rates. 

Eventually, in Chapter 7, the findings are summarized and a few works are suggested 

for future studies.  
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CHAPTER 2 

Literature Review 

 

2.1. Overview 

In this chapter, the technical literature is reviewed for the discrete elements method 

and the input parameters (e.g., damping, time-step, and strain-rate). The speed-up 

techniques such as mass-scaling and stiffness-scaling methods are then reviewed. After 

that, the sample preparation procedure in discrete element modeling is explained. 

 

2.2. Discrete Elements Method 

Nowadays, the discrete element method (DEM) is becoming widely accepted as an 

effective way of addressing engineering problems in granular and discontinuous 

materials. Macroscopic constitutive laws that can predict the various complicated aspects 

of granular material are scarce. Attempts to do so often result in macroscopic equations 

with a huge number of parameters that of those some have obscure physical meanings. 

DEM is a numerical scheme to model the mechanical behavior of an assembly of a 

large number of particles. Every particle is considered a rigid body with translational and 

rotational degrees of freedom assigned to its center of mass. Each particle moves and 

interacts with its immediate neighbors through particle-to-particle contacts that can be 

formed and broken at any time. These interactions result in the overall behavior of a 

particulate assembly. The simulation is triggered by an external force/displacement 

imposed by the boundary conditions acting on the assembly or by an applied strain field. 
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DEM is employed to simulate the interactions and movements of particles. 

The “soft contact” method (Cundall, 1971) is widely used discrete element method. 

The algorithm involves two stages: In the first stage, interaction forces are computed 

when particles slightly interpenetrate each other that actually represent the small 

deformations at the contact areas. The contact forces are calculated using contact 

mechanics. In the second stage, by tracking the contact forces acting on each particle, 

Newton’s second law is used for each particle to determine the resulting acceleration, 

which is then integrated to find the new position and velocity of each particle at the next 

time increment using an explicit finite difference scheme. This process is repeated until 

the simulation is completed by reaching a specific strain level. 

Particle shape is one of the important issues in DEM. Most of the present three-

dimensional DEM codes use spherical particles due to the minimum computational effort 

for contact detection and contact force evaluation. The present work is more focused on 

the geotechnical application of DEM. The geometries of general sand particles cannot be 

well described by spheres. The main problem with spherical particles is their small 

resistance against rolling, which does not allow the model to capture the real behavior of 

a soil sample. To overcome this problem, several particle shapes have been proposed, 

such as ellipsoids, polyhedral particles, and particles built of clusters of spheres. 

Ng and Dobry (1994) reported 3D simulation results and investigated the effects of 

particle rotation and inter-particle friction. When particle rotation was inhibited, they 

found higher strength, greater stiffness, and stronger dilation compared to a case in which 

rotation was allowed. Ellipsoids represent soil grains better than spherical particles due to 

their higher resistance to rolling (Wang et al., 1999). Lin and Ng (1997) developed a 3D 
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DEM code at the University of New Mexico called ELLIPSE3D. In this program, 

spheroidal particles (ellipsoids with two equal semi-diameters) are used. Ellipsoidal 

particles are relatively easy to handle mathematically, since, there is no singularity 

encountered as in using any polygonal element. Also, despite angular elements, there are 

authentic contact solutions for spheroids. The use of spheroids provides a better 

opportunity to investigate the mechanical behavior of granular materials while keeping 

the computational cost reasonable.  

A numerical study on the mechanical behavior of mono-sized particle arrays using 

the ELLIPSE3D program was performed. Higher shear strength, larger initial modulus, 

more dilation, and less particle rotation were observed with the ellipsoid assembly during 

the triaxial tests, which indicates greater resemblance to actual sand specimens. The 

results demonstrated that use of non-spherical particles in discrete element modeling is 

essential to improving the simulations of the granular materials that intended to represent 

sand particles. 

 

2.3. Input Parameters 

Since its creation in 1971, the discrete elements method has demonstrated its 

usefulness by capturing certain behaviors of discontinuous media that cannot be 

simulated easily by continuum methods. Running a DEM simulation requires some 

numerical parameters as well as actual data, such as the geometry of the problem, 

material properties, and loading/boundary conditions. The numerical parameters have no 

link or weak links to actual media and conditions in reality. Using input parameters 

without any justification may introduce questions about the validity of the results while 
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different input values may affect simulation results, hence the conclusions. Therefore, 

investigating the effect of input parameters can be beneficial. With this knowledge, we 

can present our results with greater confidence. Besides the existence of various DEM 

programs that nowadays have been developed, it is difficult to compare different 

researchers’ results on similar materials when input parameters are not the same. Among 

such parameters, the most important ones are damping, and strain rate. 

 

2.3.1. Damping 

Damping occurs naturally in any granular assembly subjected to movement. As 

mentioned by Cavarretta et al. (2010), in real inter-particle contacts there is damage to 

surface asperities and plastic yielding from the initial contact formation. Also, plastic 

strains develop in solid particles as the stress continues to increase (Thornton & Ning, 

1998). These damages and yielding dissipate energy, so the completely elastic contact 

models frequently used to describe the contact normal response in DEM codes are 

unrealistic. Munjiza (2004) describes this as a lack of “material damping” in rigid 

particulate DEM codes. The consequence for a DEM simulation is that if there is no 

yielding by contact separation or frictional sliding, particles will vibrate constantly like a 

highly complex system of connected elastic springs. To avoid this non-physical 

phenomenon, DEM analysts often introduce numerical or artificial damping in their 

simulations to reach static equilibrium faster, particularly in quasi-static simulations 

where velocities of particles do not matter. 

The most common approaches to apply the damping effect are mass-proportional 

damping, viscous damping, and non-viscous damping. Cundall and Starck (1979) 
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proposed a system of global damping in the form of mass-proportional damping, which 

can be envisioned as the effect of dashpots connecting each particle to the ground. The 

amount of damping that each particle receives is proportional to its mass; this is so-called 

mass-proportional damping. The way in which this type of damping is implemented in a 

DEM analysis is summarized hereafter. The equation of motion for a particle is: 

 𝑀𝑎(𝑡) + 𝐶𝑣(𝑡) = 𝐹(𝑡) (1) 

where M is the mass matrix, v(t) and a(t) are the velocity and acceleration vectors at time 

t, C is the damping matrix, and F(t) is force vector. Assuming 𝐶 = 𝛼𝑀 and by using the 

Verlet time integration approach with a time increment of ∆𝑡, the velocity at time 𝑡 + ∆𝑡
2

 

can be written in the following form: 

 𝑣 �𝑡 +
∆𝑡
2
� = 𝑣 �𝑡 −

∆𝑡
2
��

1 − 𝛼∆𝑡2
1 + 𝛼 ∆𝑡2

� + �
∆𝑡

1 + 𝛼 ∆𝑡2
�𝑀−1𝐹(𝑡) (2) 

In fact, Eq. (2) is equivalent to the equation for dynamic relaxation. Cundall (1987) 

discusses some of the limitations of this type of mass-proportional damping: 

1. This form of damping introduces body forces, which may be erroneous in flowing 

regions and may influence the mode of failure. 

2. The optimum proportionality constant (𝛼) depends on the eigenvalues of the 

stiffness matrix. 

3. The damping is applied equally to all nodes. In reality, different amounts of 

damping may be appropriate for different regions. 

Munjiza et al. (1998) introduced a new class of mass-proportional damping in the 

form 𝛼 = 𝜉(𝑘
𝑚

)𝑛 where k and n are stiffness and mass of a single (or a multi) degree-of-
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freedom system, respectively, 𝛼 is the mass-damping coefficient, and 𝜉 is a damping ratio 

that can take a value from zero to one where 𝜉 = 1 leads to critical damping. According 

to the author, the superiority of this method over the mass-proportional damping model of 

Cundall and Strack (1979) is that in this method n can be tuned so that the damping can 

target a specific frequency range of vibrations. Depending on the value of n, this type of 

damping has the following effects: 

n > 1/2: damping ratio for higher frequencies is larger. 

n < 1/2: damping ratio for lower frequencies is larger. 

n = 1/2: damping ratio is constant over whole range of frequencies. 

According to Cleary (2000), viscous (dashpot) damping is another method that 

works in the contact scale; that is, a viscous damping force is added to the contact force. 

The expression of this contribution is –𝐶𝑉, where C is the viscous damping constant and 

V is the relative velocity at the contact. The viscous damping constant is defined by 

𝐶 = 2𝛽√𝑚∗𝑘, where 𝛽 is the critical damping ratio, and 𝑚∗ is effective mass at the 

contact (𝑚∗ = 𝑚1𝑚2
𝑚1+𝑚2

 where 𝑚1 and 𝑚2 are the colliding masses). Where a specific 

restitution value, e, is required, the critical damping ratio can be selected as follows: 

 𝛽 =
−ln (𝑒)

�𝜋2 + ln(𝑒)2
 (3) 

By using Eq. (3), viscous contact damping can be linked to the physical properties of 

the material. However, to prevent erroneous results, it is recommended to use the 

minimum damping that yields stable results. For this purpose, Frangin et al. (2007) stated 

that the damping constant must be over half a percent of critical damping and less than a 
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few percent. 

Cundall (1987) proposed an alternative non-viscous damping system, namely local 

damping, in which the damping at each node is proportional to the magnitude of the out-

of-balance force, with a sign that ensures that only the vibrational modes are damped, 

rather than the steady motion. The out-of-balance force is the non-zero resultant force 

that acts on a particle to cause acceleration. Referring to Itasca (2004), the damping force 

is given by 

 𝐹𝑑𝑝 = −𝛼∗|𝐹𝑝|𝑠𝑖𝑔𝑛(𝑣𝑝) (4) 

where 𝐹𝑑𝑝 is the damping force for particle p, 𝛼∗ is the damping constant (with default 

value of 0.7), 𝐹𝑝 is the resultant or out-of-balance force acting on particle p, and 𝑣𝑝 is the 

velocity vector for particle p. 𝐹𝑑𝑝acts in the opposite direction to 𝑣𝑝, and 𝑠𝑖𝑔𝑛(𝑣𝑝) 

indicates the sign of the velocity vector. As discussed by Itasca (2004), this form of 

damping has the advantage that only accelerating motion is damped; therefore, no 

erroneous damping forces arise from steady-state motion. The damping constant is non-

dimensional and the damping is frequency independent. Also, it is similar to hysteretic 

damping, as the energy loss per cycle is independent of the rate at which the cycle is 

executed. 

Ng (2006) included a discussion on the sensitivity of the output results to the 

damping parameter adopted, indicating that this parameter can influence both the macro-

scale and particle-scale responses. For example, he concluded that with increasing 

damping, the volume change and peak shear strength of the material increases where 

velocities of particles decrease. 

While damping is one means to overcome the non-physical nature of the contact 
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constitutive models used in DEM simulations, it is difficult to select a physically 

meaningful value for damping or to relate the damping algorithms used to physical 

phenomena. 

As discussed by O’Sullivan and Bray (2002), if mass-proportional damping is used 

in a quasi-static simulation, it is best to use a small amount of damping during the 

specimen generation stage of analysis and then to reduce this value to zero or close to 

zero during subsequent deformation of the material. This will minimize the potential for 

this parameter to unduly influence the overall material response. 

 

2.3.2. Time Step 

In their description of the distinct element method, Cundall and Strack (1979) 

proposed the use of a computationally efficient, explicit, central-difference type time 

integration scheme. A limitation of this scheme is that it is only conditionally stable, so 

small time steps must be used. To successfully capture the inherent non-linearity of the 

problem (changing contact conditions and non-linear contact response), the incremental 

changes in the practical positions and contact forces in a given time step must be small. 

This translates into a size constraint on the time increment to capture the non-linearity of 

the system. Ideally the selected time increment in a DEM simulation should be small 

enough that the motion of the particle over a given time step influences only its 

immediate neighboring particles. Cundall and Strack (1978) stated that a fundamental 

idea of DEM is that the time step should be sufficiently small that in a single time step, 

disturbances cannot propagate from a particle further than its nearest neighbors. 

The stability of the central-difference time integration approach is outlined in many 
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basic numerical analysis texts. Typically, in numerical analysis/dynamics courses the 

concept is introduced by considering the free vibration of a particle of mass, m, 

suspended on a simple elastic spring with stiffness k. In this simple system, if the central-

difference approach is used, the maximum time increment that can be used is ∆𝑡𝑐𝑟𝑖𝑡 = 𝑇
𝜋
, 

where T is the fundamental period for free oscillation of the system. This period is 

calculated as 𝑇 = 2𝜋�𝑚
𝑘

, and therefore, ∆𝑡𝑐𝑟𝑖𝑡 = 2�𝑚
𝑘

. If predictions are made using a 

time increment that exceeds this critical value, the results quickly become physically 

unreasonable and the analysis is said to be unstable. These restrictions on the choice of 

the time increment encountered when using the central-difference approach for a single 

degree-of-freedom system also apply in multi degree-of-freedom simulations in DEM. 

In DEM simulations, the critical time increment for stable analysis is proportional to 

�𝑚 𝑘𝑒𝑞⁄  where m is the particle mass and 𝑘𝑒𝑞 is the effective contact stiffness—that is, 

∆𝑡𝑐𝑟𝑖𝑡 = 𝛽�
𝑚
𝑘𝑒𝑞

. O’Sullivan and Bray (2004) demonstrated that 𝛽 should not exceed 

0.221 for stable three-dimensional analyses with multiple particle contacts. 

 ∆𝑡𝑐𝑟𝑖𝑡 = 0.221�
𝑚
𝑘𝑒𝑞

 (5) 

An additional challenge is posed where a non-linear contact model is used (i.e., 

where stiffness varies). As the Hertzian contact model is non-linear, the following 

expression is recommended by O’Sullivan et al. (2008) to estimate the equivalent linear 

spring stiffness: 
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 𝑘𝑒𝑞 =
√8𝛼

3
𝐺𝑟𝑚𝑎𝑥 (6) 

where 𝑟𝑚𝑎𝑥 is the maximum radius of spherical particles, 𝛼𝑟𝑚𝑖𝑛 is the maximum 

allowable overlap of the spherical particles in the system, and G is the shear modulus of 

material. 

Thornton (2000) and Thornton and Antony (2000) stated that they selected the 

simulation time increment by considering the minimum particle size and Rayleigh wave 

speed. According to Sheng et al. (2004), the Rayleigh wave velocity (𝑣𝑟) for an elastic 

material with shear modulus of G and density of 𝜌 is: 

 𝑣𝑟 = 𝛼�
𝐺
𝜌

 (7) 

and 𝛼 is given by the roots of: 

 (2 − 𝛼)4 = 16(1 − 𝛼2) �1 −
1 − 2𝜐

2(1 − 𝜐)𝛼
2� (8) 

An approximate value of 𝛼 is given by 𝛼 = 0.1631𝜐 + 0.876605, where 𝜐 is the 

Poisson’s ratio for the material. The critical time increment for DEM simulations with 

spheres and a Hertzian contact model is then given by: 

 Δ𝑡crit =
πrmin
α

�
𝜌
𝐺

 (9) 

where 𝑟𝑚𝑖𝑛 is the minimum particle radius (Sheng et al., 2004).  

In general, Eq. (9) can be simplified in the following form: 

 Δ𝑡crit = α′rmin�
𝜌
𝐸

 (10) 

where α′ is given in Table 1 for different Poisson’s ratios. 
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Table 1 Coefficients of Rayleigh wave speed and time step using wave propagation 

𝜈 0.10 0.15 0.20 0.25 0.30 0.35 0.40 
α 0.893 0.902 0.911 0.919 0.927 0.935 0.942 
α′ 5.217 5.281 5.342 5.403 5.462 5.521 5.579 

 

Li et al. (2005) suggested a slightly different version of Eq. (9) using average particle 

radius rather than the minimum particle radius. 

Similar to Eq. (9), Šmilauer and Chareyre (2010) estimated the critical time 

increment based on sonic (P-wave) speed as follows. 

 Δ𝑡crit = lmin�
𝜌
𝐸

 (11) 

where E and 𝜌 are elastic modulus and density of particles, respectively. In this equation, 

lmin can be replaced by the minimum radius of particles, rmin. Technically, lmin = 2rmin 

can be used, but because of possible interactions of spheres and facets (which have zero 

thickness), they consider lmin= rmin where rigid boundaries are implemented.  

Using Eq. (11), P-wave gives an estimate to the actual Δtcrit, so the value of about 

Δt = 0.3Δtcrit should be used to guarantee a stable simulation. 

The mass of a particle with radius r is proportional to 𝑟3. Therefore, a relatively 

large number of small particles may exist within a very small mass. From a DEM 

perspective, these particles will add significantly to the computational cost of the 

simulations, since the simulation runtime increases as the number of particles increases. 

Furthermore, considering that the critical time increment is proportional to �𝑚/𝑘𝑒𝑞, 

where m is the mass of smallest particle, a very small particle size leads to a small time 

step. These restrictions have led analysts to neglect the smallest fraction of the particle 
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size distribution curve. For example, in her simulations of Castlegate Sandstone, Cheung 

(2000) did not include the smallest 5% fraction by mass of the particles. This can be 

justified at the particle scale by assuming that these particles do not contribute to the 

strong force chains that transmit stress across the sample. Potyondy and Cundall (2004), 

in their simulations of rock mass, describe a procedure for removing the particles with no 

contacts (termed “floaters”, “rattlers”, or “idle particles” in different sources). 

 

2.3.3. Strain Rate 

A DEM model resembles a large assembly of individual masses connected by means 

of elastic springs. Care needs to be taken in selecting the speed at which a sample is 

compressed or sheared. For example, Hanley et al. (2013) observed a clear sensitivity of 

stress-strain response to the strain rate in undrained loading conditions. 

For many geomechanical applications, the objective is to simulate a quasi-static 

response. This means that the system is not flowing and is in, or is close to, a state of 

static equilibrium. If the deformation rate is too fast, a dynamic response will be recorded 

(i.e., propagating stress waves through the system) rather than a static response, as might 

be intended.  

The strain rate refers to magnitude of load or displacement prescribed on the 

boundaries per unit time step. A large strain rate tends to make the computed response 

dynamic rather than quasi-static. As an extreme case, a large strain would result in 

unreasonably large contact forces if applied to a particulate assembly in just one step. 

According to Tu and Andrade (2008), quasi-static conditions may be monitored by 

comparing the average stresses acting on opposite rigid walls or by comparing the 
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boundary stress with the average stress within the sample. Both these two stress 

conditions (symmetry of stress tensor and equivalence of external stresses and internal 

stresses) should be met within a small tolerance of 1% or less. 

A parametric study can be useful to determine the maximum strain rate that does not 

violate the quasi-static conditions. For example, as illustrated in Fig. 1 (Plassiard et al., 

2009), a dependence for the value of peak shear stress, 𝑞𝑝𝑒𝑎𝑘, is observed in the 

simulations against the applied strain rate. As strain rate decreases, shear stress decreases, 

too. But there is a strain rate below which the shear stress does not decease; hence, a 

quasi-static value for 𝑞𝑝𝑒𝑎𝑘 can be deduced. The strain rate for quasi-static simulations 

can then be chosen as high as the generated inertial effects do not cause more than a 

specific error level on the shear strength. 

 
Fig. 1 Influence of strain rate on peak shear stress (Plassiard et al., 2009) 

 
Also, quantitative measures exist to assess whether a system is in equilibrium. da 

Cruz et al. (2005) proposed a definition for an “inertial number” that can be used to 

identify whether a flow is quasi-static. The inertial number for 3D simulations, I, is given 
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by 

 𝐼 = 𝜀𝑞̇�
𝑚
𝑝𝑑

 (12) 

where 𝜀𝑞̇ is the shear strain rate, m is the particle mass, d is the particle diameter, and p is 

the confining pressure. For a simulation to be quasi-static, the condition 𝐼 ≪ 1 should be 

met, giving an indication that the inertial forces are significantly lower than the contact 

forces. Agnolin and Roux (2008) consider 𝐼 < 10−4 small enough to maintain quasi-

static conditions. Where it is intended to determine the critical state strength under 

drained conditions, 𝐼 < 2.5 × 10−3 is recommended by Perez et al. (2016), and I is 

described as insensitive to the initial void ratio. 

Ng (2006) and Kuhn (2006) invented a ratio that is the magnitude of the resultant 

forces (i.e., the out-of-balance forces) acting on the particles to the magnitude of the 

average contact force. Kuhn (2006) considers the average moment acting on the particles 

as a further indication of the pseudo-static during simulations. Ng (2006) defines an index 

to be monitored during simulations: 

 𝐼𝑢𝑓 = �
∑ �𝑓𝑟𝑒𝑠

𝑝 �
2
𝑁𝑝�𝑁𝑝

𝑝=1

∑ (𝑓𝑐)2 𝑁𝑐⁄𝑁𝑐
𝑐=1

 (13) 

where 𝑓𝑟𝑒𝑠
𝑝  is the resultant force acting on particle p, 𝑓𝑐 is the contact force for contact c, 

𝑁𝑝 is the number of particles, and 𝑁𝑐 is the number of contacts in the system, 

respectively. 
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2.4. Scaling Techniques in DEM 

As discussed in Section 2.3.2, the nature of DEM requires the choice of small time 

increments that lead to “unreasonably” long runtimes for simulations. This encourages 

DEM users to artificially increase the time step to reduce the computational cost 

(O’Sullivan et al., 2008). There are three approaches for this purpose throughout the 

literature: Density Scaling, Stiffness Scaling, and Size Scaling. The most common one is 

Density Scaling. 

The critical time step is proportional to the particle mass. In static analysis, DEM 

users often scale-up the particle density to artificially increase the particle masses, hence 

the critical time increment, to achieve results in reasonable runtimes by reducing dynamic 

effects (Thornton, 2000). This approach is called “density scaling” or “mass scaling”. 

The higher mass value is assigned with the sole purpose of achieving a quasi-static state, 

i.e. dissipating kinetic energy while balancing external forces throughout the particulate 

system. The idea behind mass scaling is simple; under the same loading conditions, it is 

believed that a heavier mass results in less significant dynamic effects (Tu & Andrade, 

2008). 

Considering this option from a general computational mechanics prospective, 

Belytschko et al. (2000) suggest that mass scaling should be used in problems where 

high-frequency effects are not important. When mass scaling is used, it is assumed that 

the response of the system is not sensitive to inertia effects. Mass or density scaling is 

frequently used in discrete element analyses, such as in the simulations presented in 

Thornton (2000). In a DEM simulation, when a force or displacement is applied to a 

boundary, the response propagates through the system. The speed of propagation of this 
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“disturbance” is a function of the properties of the system, most notably the stiffness of 

contacts, the particle mass, and the contact density (i.e., coordination number). A higher 

mass lowers the wave speed that results in a better quasi-static state. 

In order to ensure a quasi-static deformation state with “reasonable” simulation 

times, Thornton (2000) and Thornton and Antony (2000) scaled the particle density up to 

1012 times while avoiding global mass-proportional damping. They argue that where this 

scaling of density is used, the velocities and accelerations are affected; that is, there will 

be order-of-magnitude changes in particle velocities and accelerations. Since the 

simulations are quasi-static and body forces are not applied, the contact forces and 

displacements will remain insensitive to the density value used. However, the contact 

forces and displacement of particles will be affected if the density scale is not properly 

selected. Sheng et al. (2004) defined a dimensionless variable, 𝑅𝑒, to consider the effect 

of the density scales for various strain rates applied to the particle assembly, as follows: 

 𝑅𝑒 = �
𝜀̇2𝜌 𝑟𝑚𝑖𝑛2

𝑝𝑦
�

1
2

 (14) 

where 𝜀̇ is the strain rate applied to the particle assembly, 𝜌 is the density of the particles, 

rmin is the diameter of the smallest particle, and py is the elastic limit of contact pressure 

between the particles. The result of this assessment on the effect of density scaling with 

different combinations of strain rates and notional densities is shown in Fig. 2. 
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Fig. 2 Effect of density scaling in quasi-static problems 

 
As mentioned by Sheng et al. (2003), a transition zone is seen in this figure, where 

the axial stress at 10% strain changes dramatically with the strain rate and density. The 

upper-level line indicates the dynamic response of the assembly caused by the rising 

magnitude of the strain rate or density beyond a certain level. The results on the lower-

level line reflect the stable quasi-static response of the assembly. Between these two 

horizontal lines, the results for the stress depend on the density-scaling value. Therefore, 

the notional density should be carefully selected to guarantee that the results are within 

the quasi-static region. In their study, for the strain rate of 10−5s−1, the notional density 

could be scaled up by a factor of 1012. 

O’Sullivan (2009) pointed out that the use of density scaling should be approached 

with caution, and it is questionable whether its use can ever be recommended. To reduce 

the runtime of the simulations, it seems preferable to maximize the rate of deformation in 

the simulations while ensuring that the simulations remain quasi-static by carefully 

monitoring the required conditions. A parametric study by Tu and Andrade (2008) 
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implies that the mass-scaling method is not ideally effective in helping an explicit DEM 

computation obtain quasi-static solutions. Furthermore, setting the mass scale to an 

arbitrarily large number tends to yield unrealistic results distant from the quasi-static 

state.  

According to Malone and Xu (2008), reducing the contact stiffness, the so-called 

stiffness scaling, is another approach to increase the time step in DEM to reduce the 

runtime. A case in which the stiffness has been manipulated within “reasonable” limits 

can be found in a paper by Milburn et al. (2005), who used a stiffness of 1000 N/m in 

their simulations of beds of bronze spheres. These authors noted that this value resulted 

in a mean inter-particle overlap in the order of 0.1% of the particle diameter and that 

system dynamics did not change appreciably by increasing the stiffness. 

Also, numerous authors have used DEM to simulate granular materials at a higher 

scale (e.g., Plassiard et al., 2009; Donzé & Bernasconi, 2004; Sibelle et al., 2007; Shiu et 

al., 2006); in other words, the size of an element is higher than the real grain size. In these 

cases, the discrete approach also gives interesting insights into the local behavior. 

 

2.5. Sample Preparation in DEM 

A DEM simulation is a transient analysis where the response of the system at 

discrete points in time is predicted based upon the system state at slightly earlier times. 

Therefore, specifying the initial condition is as important as specifying the boundary 

conditions. From an applied perspective of geomechanics, the response of a granular 

material is known to be highly dependent on the initial state (packing density and stress 

level). The initial state can be described by the fabric anisotropy (determined from the 
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particle and the contact orientations), the stress anisotropy, and the orientation of 

principal stresses relative to the fabric. Just as experimentalists expend significant effort 

in preparing their samples for physical tests, DEM analysts need to consider carefully 

how they construct their specimen. Preparation of “virtual” samples for use in subsequent 

simulations can sometimes be as challenging and costly as the main simulation itself. 

Currently, the available algorithms to generate DEM samples are classified in four 

different types: geometric methods (also called constructive methods), dynamic methods, 

combined methods, and experimental methods. As used in the present study, the dynamic 

methods are described next. 

 

2.5.1. Dynamic Methods 

The dynamic methods generate samples with random particles through DEM 

dynamic simulations. Newton’s second law of motion is used to determine the trajectory 

and the final positions of the particles inside a container. A large variety of dynamic 

algorithms exist that differ by which technique they use: for example, gravitational (Ng, 

2005; Siiria & Yliruus, 2007; Marketus & Bolton, 2010), uniaxial compaction (Jiang et 

al., 2003; Dutt et al., 2005), and isotropic compaction (Stroeven & Stroeven, 1999; Kong 

& Lannutti, 2000; Barreto et al., 2008). 

In nature, sand is typically deposited as particles fall downward under gravitation. 

Gravitational methods mimic this procedure. For example, Abbireddy and Clayton (2010) 

developed an algorithm that first creates a cloud of particles (non-overlapping, randomly 

generated particles) with predefined sizes. Then, the particles are moved downward by a 

gravitational body force until reaching equilibrium. When generating the cloud of non-
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overlapping particles, it is best to start by generating larger particles, and then move 

successively through the smaller sizes. By doing this, a denser cloud is created, and thus 

less computation time is necessary for densification.  

Jiang et al. (2003) developed a uniaxial compaction method that is effective in 

making loose samples. In this method, rather than filling the entire volume at the 

beginning, the sample is built up layer by layer. At each stage of development, the sample 

is compressed in the vertical direction to achieve a target void ratio (𝑒1, 𝑒2, … ) that is 

higher than the final required void ratio, 𝑒𝑡𝑎𝑟𝑔𝑒𝑡. The void ratio should monotically 

converge toward the target value: 𝑒1 > 𝑒2 > ⋯ > 𝑒𝑡𝑎𝑟𝑔𝑒𝑡. After each layer is compacted, 

the boundary is extended vertically to have enough space for creating a new cloud of 

particles for the next layer over the compacted part. 

In most isotropic compaction methods, such as the SPACE algorithm developed by 

Stroeven and Stroeven (1999), the generation technique consists of two major steps: First, 

the non-overlapping spheres are randomly positioned inside a container with an initial 

sphere size distribution. Then, the container undergoes isotropic compression until a 

specific packing density is reached or a confinement threshold value is obtained. The 

isotropic compression induces an isotropic dense sphere packing with a reduced amount 

of contactless spheres. As in most dynamic methods, in the SPACE algorithm, the sphere 

size distribution is controlled and the packing properties are close to those of a granular 

medium.  
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2.5.2. Special Considerations in Sample Preparation 

The target stress state should be achieved monotonically (i.e., the stress should be 

increased gradually from a lower value to the target value); otherwise, the sample 

produced may become over-consolidated, and that might not be desired. Setting the 

friction coefficient in the sample preparation stage to a value greater than its final value 

may produce a similar effect. 

In order to reach a static equilibrium state at the final stage, it is important to perform 

some computation cycles in the absence of boundary movements or body forces prior to 

the main simulation (O’Sullivan, 2011).  

As mentioned by Ng (2006), changes in material properties of constituting particles 

(e.g., density and elastic modulus) and the artificial input parameters (e.g., damping 

value) should have only a negligible effect on the resulting samples. This can be 

considered as a factor in the success of a sample generation algorithm. 

In a DEM sample preparation, the target void ratio cannot simply be specified as an 

input parameter. Rather, a sample must be explicitly created. The range of packing 

densities that can be achieved in physical lab tests is similarly limited. Therefore, 

achieving a predefined void ratio is a plus for the success of a method. 

Also, some methods are capable of making either loose or dense samples. For 

example, the uniaxial compaction method of Jiang et al. (2003) makes loose samples and 

the ballistic deposition method makes loose and medium samples, whereas the 

tessellation method of Jerier et al. (2009), which is based on tetrahedral meshes, builds 

only dense packing. Therefore, it is a privilege for an algorithm to be capable of 

preparing both loose and dense samples.  
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Isotropic compaction methods have this advantage. Samples with different densities 

can be achieved by varying the friction coefficient in the early stage of compaction. For 

example, Cundall (1988) described the use of friction to control the final porosity of 

specimens constructed for periodic cell simulations. If the friction coefficient is set to 

zero, a dense specimen is achieved, whereas a large friction coefficient (not more than its 

final value) generates a loose packing. A further reduction in packing density can be 

achieved by prohibiting the rotation of particles in the early stage of sample preparation, 

according to Gong et al. (2011). Medium samples can be prepared by applying a friction 

coefficient in the intermediate range. Ng (2005) adopted a similar approach to vary the 

sample density in the gravitational method. 

In addition, boundary conditions and sample size (i.e., the number of particles) may 

affect the simulation results. Desmond and Weeks (2009) investigated random close-

packing of spheres in 2D and 3D and concluded that a confining boundary (e.g., rigid 

walls) alters the structure of the samples in the vicinity of the boundaries, leading to non-

homogeneity of samples. However, Cundall (1988) confirmed that periodic boundaries 

have little effect on the behavior of the samples.  

Plassiard et al. (2009) studied sample-size effect by creating four samples with 

different numbers of particles (10,000, 20,000, 50,000, and 90,000 particles). A triaxial 

test was carried out for each sample. The stress-strain curves resulting from the triaxial 

tests showed a global constant response. It was verified that a proportional transformation 

of the sample does not affect the behavior. The mechanical response was independent of 

the mean size of the particles and the characteristic size of the sample. Thus, using 10,000 

particles in a model seems reasonable to avoid size effect on the numerical response. 
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CHAPTER 3 

Dimensionless DEM and Material Properties 

 

3.1. Overview 

The Discrete Elements Method (DEM) has proven its superiority at simulating the 

behavior of granular matter. However, the input parameters have to be selected carefully 

so that it can replicate the mechanical behavior of materials. When different sets of input 

parameters are used for a specific sample, they may result in different mechanical 

behaviors. Thus, a set of standard parameters is needed. To this end, first, suitable bases 

need to be defined for the parameters, then, the appropriate value of each parameter 

should be determined on those bases. 

In this chapter, a set of dimensionless parameters (i.e. expressed in terms of natural 

units) is defined for Discrete Elements Modeling to fulfill the first goal. Then, the 

dimensionless formulation of discrete elements modeling is derived to explore the scale-

invariant capability of DEM. The analytical derivation is validated by DEM simulations. 

Finally, the effectiveness of the scaling methods is evaluated with the help of this 

formulation. 

 

3.2. Nondimensionalization of Variables 

In a mechanical model, all of the variables can be expressed by means of three 

fundamental dimensions, namely, M, mass, L, length, and T, time. Therefore, based on 

the Buckingham 𝜋 theorem, three independent variables can be used to express all of the 
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variables involved in this problem. We select 𝜌, the density of the material of the 

particles, 𝐸, the elastic modulus of the material of the particles, and 𝐿0, an arbitrary 

characteristic length.  

 

3.2.1. Dimensionless Time and Geometrical Variables  

In the present study, the diameter of the smallest particle is taken as the characteristic 

length, i.e. 

 𝐿0 = 2𝑅𝑚𝑖𝑛 (15) 

For non-spherical particles, the diameter of the largest sphere that can be inscribed in 

the smallest particle can be used for this purpose. Alternatively, the diameter of the 

sphere whose volume equals the volume of the smallest particle in the assembly can be 

taken as the characteristic length. 

The dimensionless characteristic time is defined as:  

 𝑇0 = 𝐿0�
𝜌
𝐸

 (16) 

In Appendix 1, it is shown that 𝑇0 is proportionate to the critical time step of the 

assembly of particles. In an explicit finite difference formulation of differential equations 

the time step is limited to the critical time step in order to avoid numerical instability. 

The dimensionless time variable is defined by the normalization of time, 𝑡, by the 

characteristic time, i.e. 

 𝜏 =
𝑡
𝑇0

 (17) 

The volume of particle i, 𝑉𝑖,  can be normalized by the third power of the 

characteristic length as 
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 𝑉�𝑖 =
𝑉𝑖
𝐿03

 (18) 

Then, the mass of the particle is: 

 𝑚𝑖 = 𝜌𝐿03𝑉�𝑖 (19) 

The inertia tensor of the particle with an arbitrary shape is given by: 

 𝐼𝑖 = 𝜌� �(𝑟 ⋅ 𝑟)𝐼 − 𝑟 ⊗ 𝑟� 𝑑𝑉
𝑉𝑖

 (20) 

where 𝑟 = (𝑥,𝑦, 𝑧) is the radius vector to a point in the particle’s body originating from 

the particle centroid, 𝐼 is the identity tensor of rank three, and “⋅” and “⊗” denote dot and  

dyadic products, respectively. 

The corresponding dimensionless inertia tensor is introduced as: 

 𝐼𝑖̅ = � �(𝑟̅ ⋅ 𝑟̅)𝐼 − 𝑟̅ ⊗ 𝑟̅� 𝑑𝑉�
𝑉�𝑖

 (21) 

The relationship between Eqs. (20) and (21) can be established by: 

 𝐼𝑖 = 𝜌𝐿05𝐼𝑖̅ (22) 

 

3.2.2. Mass Damping 

The damping force of particle i is defined as: 

 𝐹𝑖𝑑 = 𝑐𝑖𝑋̇𝑖 (23) 

where 𝑋̇𝑖 is the velocity of particle i, 𝑐𝑖 is the damping constant proportional to the 

particle mass, 𝑚𝑖, and is defined as 

 𝑐𝑖 = 𝛼0𝑚𝑖 (24) 

and 𝛼0 is the coefficient of mass proportional Rayleigh damping. With regard to 

dimensions of 𝛼0, it can be defined as follows: 
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 𝛼0 =
4𝜉
𝑇0

 (25) 

where 𝜉0 is the damping ratio. See Appendix 2 for the derivation. 

Using Eqs. (23) to (25), the damping force is obtained as follows: 

 𝐹𝑖𝑑 =
4𝜉
𝑇0
𝑚𝑖𝑋̇𝑖 (26) 

The damping moment of the particle, 𝑀𝑖
𝑑, for the rotational degrees of freedom can 

be defined in the same manner: 

 𝑀𝑖
𝑑 = 𝐶𝑖𝜃̇𝑖  (27) 

 𝐶𝑖 = 𝛼0𝐼𝑖 (28) 

where 𝐶𝑖 is the rotational damping constant and 𝜃̇𝑖 is the angular velocity of particle i. 

Using Eqs. (25), (27) and (28), the damping moment is obtained as follows: 

 𝑀𝑖
𝑑 =

4𝜉
𝑇0
𝐼𝑖𝜃̇𝑖 (29) 

 

3.2.3. Dimensionless Strain Rate 

Recalling Eq. (17), by using the chain rule one gets: 

 
𝑑
𝑑𝑡

=
1
𝑇0

×
𝑑
𝑑𝜏

 (30) 

𝜀 indicates the strain tensor of the Representative Volume Element (RVE) and 𝜀̇ 

represents the constant strain rate tensor of the RVE where “∙” denotes the derivative with 

respect to time, 𝑡. Then, 𝜀′ = 𝑑𝜀
𝑑𝜏

  is called the dimensionless strain rate, where “ ′ ” 

denotes the derivative with respect to 𝜏. Using Eq. (30) one gets: 

  𝜀̇ =
𝜀′

𝑇0
 (31) 
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3.2.4. Dimensionless Degrees of Freedom 

Using the characteristic length, the dimensionless displacement is defined as: 

 𝑋�𝑖 =
𝑋𝑖
𝐿0

 (32) 

where 𝑋𝑖 is displacement vector of particle i; and 𝑋̇𝑖 and 𝑋̈𝑖 are its velocity and 

acceleration, respectively. According to Eq. (30), the dimensionless velocity and 

dimensionless acceleration of the particle are, respectively, 

 𝑋�𝑖′ =
𝑇0
𝐿0
𝑋̇𝑖 

(33) 

 
𝑋�𝑖′′ =

𝑇02

𝐿0
𝑋̈𝑖  

(34) 

If the rotation vector of particle i is indicated by 𝜃𝑖, the following relationships for 

the dimensionless vectors of velocity and acceleration of the particle, respectively, can be 

derived using Eq. (30): 

 𝜃𝑖′ = 𝑇0𝜃̇𝑖  (35) 

 𝜃𝑖′′ = 𝑇02𝜃̈𝑖  (36) 

 

3.2.5. Dimensionless Forces, Moments and Stresses 

The out-of-balance force and moment of particle i are the sum of the contact forces 

and sum of the contact moments, respectively, applied by the adjacent contacting 

particles, i.e. 

 𝐹𝑖
𝑝 = �𝐹𝑖𝑗𝑐

𝑛𝑖

𝑗=1

 (37) 
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 𝑀𝑖
𝑝 = �𝑀𝑖𝑗

𝑐

𝑛𝑖

𝑗=1

 (38) 

𝐹𝑖𝑗𝑐  and 𝑀𝑖𝑗
𝑐  are, respectively, the force and the moment applied by the contacting particle 

j on the particle i. Contact forces can be modeled by linear or nonlinear contact 

mechanics. In either case, the out-of-balance force and moment of the particle are related 

to their dimensionless counterparts in the following ways, respectively: 

 𝐹𝑖
𝑝 = 𝐸𝐿02𝐹�𝑖

𝑝 (39) 

 𝑀𝑖
𝑝 = 𝐸𝐿03𝑀�𝑖

𝑝 (40) 

A variable marked with an overbar refers to the dimensionless equivalent of the 

corresponding non-barred variable. In Appendix 3, it is shown that dimensionless forces 

and moments are invariant with respect to 𝜌, 𝐸, and 𝐿0. 

Dimensionless stress is defined through the normalization of stress by the elastic 

modulus. For the ij component of the stress tensor, we can write: 

 𝜎𝑖𝑗 = 𝜎�𝑖𝑗𝐸 (41) 

In Appendix 4, it is shown that dimensionless stress is also invariant with respect to 

𝜌, 𝐸, and 𝐿0. 

 

3.3. DEM Formulations 

In a discrete element model, the equation of translational motion of particle i (i.e. the 

force equilibrium equation) is generally expressed in the following form: 

 𝑚𝑖  𝑋̈𝑖 +  𝐹𝑖𝑑 = 𝐹𝑖
𝑝 (42) 

For an arbitrarily shaped (symmetric or asymmetric) particle i, the Euler’s equation 
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below (i.e. the moment equilibrium equation) expresses the rotational motion in the local 

coordinate system centered on the particle’s center of mass with its axes fixed to the 

particle and aligned with the particle’s principal axes of inertia: 

 𝐼𝑖 𝜃̈𝑖 + 𝜃̇𝑖 × �𝐼𝑖𝜃̇𝑖� + 𝑀𝑖
𝑑 = 𝑀𝑖

𝑝 (43) 

“×” denotes the vector cross product. 

 

3.3.1. Dimensionless DEM Formulations 

By substituting Eqs. (19), (26), (33), (34) and (39) in Eq. (42), and recalling Eq. (16), 

the following dimensionless equation is obtained for the translational motion of the 

particle. 

 𝑋�𝑖′′ + 4𝜉𝑋�𝑖′ =
𝐹�𝑖
𝑝

𝑉�𝑖
 (44) 

Similarly, by substituting Eqs. (22), (29), (35), (36) and (40) in Eq. (43) and recalling 

Eq.(16), the following dimensionless equation is derived for the rotational motion of the 

particle. 

 𝐼𝑖̅𝜃𝑖′′ + 𝜃𝑖′ × (𝐼𝑖̅𝜃𝑖′) + 4𝜉𝐼𝑖̅𝜃𝑖′ = 𝑀�𝑖
𝑝 (45) 

Implementations of the periodic and rigid boundary conditions are explained in 

Appendix 5. 
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3.3.2. Dimensionless Discrete Element Modeling 

In Appendix 6, it is demonstrated that: 

“Every DEM model with a constant dimensionless strain rate and a 

constant mass proportional damping ratio is independent of the density 

and elastic modulus of the particles and the size scale (characteristic 

length) of the problem when expressed in terms of the natural units.” 

 

The above statement is true if no dimensional artifacts are used in the numerical 

implementation. Also, the initial state, i.e. the geometry and forces at the beginning of a 

simulation have to be constant in the natural units. Thus, the initial dimensionless 

conditions require a constant dimensionless initial stress state. 

In our choice of the natural system of units, i.e. the dimensionless units, all of the 

parameters are expressed in terms of an arbitrary characteristic length, L0, and the 

corresponding characteristic time, T0 = L0�
ρ
E
, where ρ and E are the density and elastic 

modulus of the particles, respectively. 

Since the dimensionless strain rate and the mass-proportional damping ratio are 

constant, the ordinary strain rate and the mass proportional damping coefficient are 

inversely proportionate to the characteristic time. 

When expressed in the dimensionless forms, the output parameters are independent 

of the choice of the density and elastic modulus of the particles and the size scale at any 

specific dimensionless time, i.e. time normalized by T0. For example, some of the major 

parameters are the displacement, velocity, acceleration, rotation, angular velocity and 
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angular acceleration of the particle and the stress tensor of the assembly. 

Our discrete element modeling involves Hertz-Mindlin contact laws and the use of 

the mass-proportional global damping model. In order to simulate a granular model with 

this DEM, the following major parameters are required: the density and elastic modulus 

of the particles, 𝜌 and E, respectively, the characteristic length, 𝐿0 , the initial stress 

tensor, 𝜎, the constant strain rate, 𝜀̇, the mass-proportional damping coefficient, 𝛼, and 

the inter-particle friction coefficient, 𝜇. The critical time step of the model is used to 

calculate the dimensionless strain rate, 𝜀′, and the mass damping ratio, 𝜉, and all of the 

stress measures are normalized by E and denoted by 𝜎�. With this method, the response of 

the model in the dimensionless scale is independent of 𝜌, E, and 𝐿0. As a result, only four 

parameters (𝜎�, 𝜀′, 𝜉 and 𝜇) affect the response of the model independently in the 

dimensionless scale.  

 

3.4. Numerical Validation of Dimensionless DEM and Evaluation of Scaling 

Methods 

In this part, the aim is to demonstrate the applicability of the dimensionless DEM 

through some numerical simulations.  

 

3.4.1. DEM Program and Implementation 

ELLIPSE3D is a FORTRAN-based DEM code developed at the University of New 

Mexico by Lin and Ng (1997). It is used throughout the present study. The code was 

selected because it is capable of modeling ellipsoidal particles. Particles of this type have 

a simple geometry that can be defined with a fewer parameters. They are easier and less 
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costly to handle numerically without encountering singularity. They represent soil grains 

better than spherical particles due to the higher resistance to rolling (Wang et al., 1999). 

In this program, Hertzian contact mechanics is used for the normal contact forces. 

This model is preferred as it needs no calibration. For tangential force calculation, the 

simplified Mindlin-Deresiewicz model is used. The model in question depends on the 

inter-particle friction coefficient. Although this parameter has a physical meaning, it 

should be calibrated such that the computational results match the experimental ones due 

to the difference between the smooth surface of the idealized particles and the rough 

surface of the real soil grains. However, it is not studied herein, and a constant value of 

0.5 (equivalent to the friction angle of 26.6°) is considered. This seems a reasonable 

match for the behavior of actual soil grains. Important features of this program and some 

of the properties that all of the models used in this chapter share are listed in Table 2. 

Three series of numerical tests were conducted. Some of the common properties and 

parameters of the series are presented in Table 3. Note that the consistent system of units 

used in the present study includes mg for mass, mN for force, mm for length and msec 

for time. Other units can be derived based on these ones. For instance, the stress unit is 

mN/mm2, which is equivalent to kPa. 
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Table 2 Features of ELLIPSE3D and common properties of all models in Chapter 3 

Computation Code ELLIPSE3D 

Particle Shape Spheroid 

Contact Laws Simplified Hertz-Mindlin 

Boundary Conditions Periodic 

Aspect Ratios of Sample (Cuboid) 1, 1, 4/3* 

Sample Preparation Method Automatic Three-Phase Method 

Initial Stress State of Samples 𝜎11 = 𝜎22 = 𝜎33 

Poisson’s Ratio (𝜈) 0.3 

Inter-Particle Friction Coefficient in Loading Stage (𝜇) 0.5 

Time Step Ratio (𝑐𝑡) 0.3 

Aspect Ratio of Particles (𝑅1/𝑅2) 1.20 
* Major loading direction 
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Table 3 Common properties and parameters shared within each series 

Series Number, (Name) 1, (U1) 2, (U2) 3, (D) 

Particle Size Distribution (PSD) Mono Binary (𝑅𝐿𝑎𝑟𝑔𝑒/𝑅𝑆𝑚𝑎𝑙𝑙 = 8) 
(60% Large + 40% Small) Mono 

Number of Particles (np) 12288 12324 12288 

Friction Coefficient in Sample 
Preparation Stage (µ0),  

Sample Compaction 

0.5 
(Loose sample) 

0.5 
(Loose sample) 

0.15 
(Medium 
sample) 

Loading Path Undrained Undrained Drained 

Final Strain (ε) 2% 3% 50% 

Particle Major Radius (𝑅1) varies 0.24, 0.03 0.24 

Particle Minor Radii (𝑅2) varies 0.2, 0.025 0.2 

Characteristic Length (𝐿 = 2𝑅2) varies 0.05 0.4 

Initial Void Ratio (𝑒𝑖𝑛𝑖) 0.7409 0.380 varies 

Initial Dimensionless Mean 
Stress (𝜎�𝑚,𝑖𝑛𝑖) 

2 × 10−5 1.28 × 10−6 varies 

Dimensionless Strain Rate (𝜀′) −10−8 

−2 × 10−8 for Groups 
A, B, C and D 

−1 × 10−7 for Group A1, 
−2 × 10−7 for Group A2, 
−5 × 10−7 for Group A3, 
−2 × 10−6 for Group A4, 

varies 

Mass Damping Ratio (𝜉 ) 1.0% 

0.3% for Groups 
A, A1, A2, A3 and A4, 

1.5% for Group B, 
3.0% for Group C, 
7.5% for Group D 

0.3% 

 

3.4.2. Series (1): An undrained test with two sets of different but equivalent 

parameters 

Two samples, U1-0 and U1-1, were modeled under constant volume axisymmetric 

triaxial loading condition. The common properties of Models U1-0 and U1-1 are 

presented in Table 3. The other parameters of the models are listed in Table 4. The 

density and elastic modulus of U1-1 were 60,000 times and 1/150 times those of U1-0, 
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respectively. The particle sizes of U1-1 were 40 times those of U1-0. Therefore, the 

critical time step of U1-1 was 1.2 × 105 times that of U1-0. The two samples were 

initially generated from the same random seeds, i.e. identical normalized positions and 

orientations for the corresponding particles in the particle generation stage. The same 

procedure was employed to prepare both samples. However, the confining pressure of 

U1-1 was 150 times less than that of U1-0 resulting in the same dimensionless initial 

mean stress for the models. Although different strain rates and mass damping coefficients 

were applied to the two models in the loading stage, they had the same dimensionless 

strain rate and mass damping ratio. 

According to Section 3.3, the two models were expected to exhibit the same 

mechanical behavior in the dimensionless measures. This is verified by Fig. 3 that shows 

the stress paths for the models in terms of the dimensionless mean and deviator stresses, 

𝑝/𝐸 and 𝑞/𝐸, respectively, where 𝑝 and 𝑞 denote the mean stress and the deviator stress, 

respectively. The deviator stress is defined by = 𝜎1 − 𝜎3, where 𝜎1 is the major principle 

stress which is in the direction of the applied axial strain, 𝜀𝑎, and 𝜎3 is the minor principle 

stress, which is equal to the minimal stress measured in the lateral directions. Note that 

the applied strains in the lateral directions were equal to – 𝜀𝑎/2 for the undrained 

(constant volume) tests. However, for the drained tests, the lateral strains were 

determined by a servo-control procedure to maintain the lateral stresses at the initial 

confining stress. 

Both models indicated complete liquefaction and an identical dimensionless strength 

with 𝜙 = 7∘ which corresponded to 𝑞𝑝𝑒𝑎𝑘 = 88 kPa and 𝑝 = 390 kPa for Model U1-0. 
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Table 4 Parameters of two models in Series (1) 

Model Name U1-0 U1-1 
Particle Major Radius, 𝑅1 (mm) 0.24 9.6 
Particle Minor Radii, 𝑅2 (mm) 0.2 8.0 

Characteristic Length, 𝐿 = 2𝑅2 (mm) 0.4 16.0 
Density, 𝜌 (mg/mm3) 2.65 1.59 × 105 

Elastic Modulus, 𝐸, (mN/mm2) 7.8 × 107 5.2 × 105 
Critical Time Step, Δ𝑡𝑐 (msec) 7.373 × 10−5 8.847 

Initial Mean Stress, 𝜎𝑚,𝑖𝑛𝑖 (mN/mm2) 390 2.6 
Strain Rate in Major Direction, 𝜀̇ (msec-1) −1.356 × 10−4 −1.130 × 10−9 

Mass Damping Coefficient, 𝛼 (msec-1) 542.5 4.52 × 10−3 
Density Scale, 𝑆𝜌 = 𝜌/𝜌0 † 1 6 × 104 

Stiffness Scale, 𝑆𝐸 = 𝐸/𝐸0 † 1 1
150�  

Size Scale, 𝑆𝐿 = 𝐿/𝐿0 † 1 40 
Δ𝑡𝑐 Δ𝑡0𝑐⁄  † 1 1.2 × 105 

𝜎𝑚,𝑖𝑛𝑖/𝜎𝑚,𝑖𝑛𝑖,0 † 1 1
150�  

𝜀̇/𝜀0̇ † 1 8.333 × 10−6 
𝛼/𝛼0 † 1 8.333 × 10−6 

† Subscript 0 denotes the value associated with the model that ends in 0 

 

 
Fig. 3 Stress paths of the two models in Series (1) with different dimensional input parameters yet 

the same dimensionless values 
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Discussion for Series (1)  

Series (1) demonstrated that any two models with different settings for the input 

parameters but the same initial dimensionless configuration (and, thereby, the same 

dimensionless initial stress state) yielded identical results in the dimensionless units as 

they were subjected to the same dimensionless strain rate with the same damping ratio 

regardless of the actual density, the elastic modulus and the characteristic length. 

 

3.4.3. Series (2): Undrained tests to evaluate the damping ratio and the 

dimensionless strain rate 

In Series (2), 36 models whose properties and input parameters are listed in Table 3 

and Table 5 were used to evaluate the efficiency of the damping ratio and dimensionless 

strain rate. These models included the tests conducted on the six samples, U2-0, U2-1,…, 

U2-5. 

To prepare the samples, U2-0 was created using an algorithm. We invented this 

algorithm (explained in Chapter 4) to create consistent samples automatically. Then, in 

order to derive the five remaining samples, the density of the baseline model, U2-0, was 

increased for U2-1, U2-2 and U2-3 while the contact stiffness was reduced for U2-4 and 

U2-5 by reducing the elastic modulus. However, for the two latter samples the initial 

confining pressure was reduced accordingly so that all of the six samples would initially 

have the same dimensionless mean stress. Then, the samples were allowed to reach 

equilibrium again.  

All of the six samples had the same initial geometry (i.e. particle sizes, positions, 

orientations and overlaps), which were inherited from the baseline sample. Each model 
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consisted of one of the samples subjected to the undrained loading condition with specific 

damping and specific strain rate. According to Section 3.3, the models with the same 

damping ratios and the same dimensionless strain ratios were expected to have identical 

dimensionless measures (i.e. displacement, velocity, stress, etc.). Hence, two sets of tests 

were planned for the purpose of verification. 

Table 5 Input parameters of the six samples in Series (2) 

Model Name U2-0 U2-1 U2-2 U2-3 U2-4 U2-5 

Density, 𝜌 (mg/mm3) 2.65 2.65
× 102 

2.65
× 104 

2.65
× 106 2.65 2.65 

Elastic Modulus, 𝐸, (mN/mm2) 7.8
× 107 

7.8
× 107 

7.8
× 107 

7.8
× 107 

7.8
× 105 

7.8
× 103 

Critical Time Step, Δ𝑡𝑐 (msec) 9.22
× 10−6 

9.22
× 10−5 

9.22
× 10−4 

9.22
× 10−3 

9.22
× 10−5 

9.22
× 10−4 

Initial Mean Stress, 𝜎𝑚,𝑖𝑛𝑖 (mN/mm2) 100 100 100 100 1 0.01 
Density Scale, 𝑆𝜌 = 𝜌/𝜌0 † 1 102 104 106 1 1 

Stiffness Scale, 𝑆𝐸 = 𝐸/𝐸0 † 1 1 1 1 10−2 10−4 
Δ𝑡𝑐 Δ𝑡0𝑐⁄  † 1 10 102 103 10 102 

𝜎𝑚,𝑖𝑛𝑖/𝜎𝑚,𝑖𝑛𝑖,0 † 1 1 1 1 10−2 10−4 
𝜀̇/𝜀0̇ † 1 10−1 10−2 10−3 10−1 10−2 
𝛼/𝛼0 † 1 10−1 10−2 10−3 10−1 10−2 

α for groups A, A1, A2, A3 and A4 
(msec-1) 1302 130.2 13.02 1.302 130.2 13.02 

α for group B (msec-1) 6510 651 65.1 6.51 651 65.1 
α for group C (msec-1) 13021 1302 130.2 13.02 1302 130.2 
α for group D (msec-1) 32552 3255 325.5 32.55 3255 325.5 

Strain Rate in Major Direction for 
groups A, B, C and D, 𝜀̇ (msec-1) 

−2.17
× 10−3 

−2.17
× 10−4 

−2.17
× 10−5 

−2.17
× 10−6 

−2.17
× 10−4 

−2.17
× 10−5 

Strain Rate in Major Direction for 
group A1,𝜀̇ (msec-1) 

−1.09
× 10−2 

−1.09
× 10−3 No Test No Test No Test −1.09

× 10−4 
Strain Rate in Major Direction for 

group A2,𝜀̇ (msec-1) 
−2.17
× 10−2 

−2.17
× 10−3 No Test No Test No Test −2.17

× 10−4 
Strain Rate in Major Direction for 

group A3,𝜀̇ (msec-1) 
−5.43
× 10−2 

−5.43
× 10−3 No Test No Test No Test −5.43

× 10−4 
Strain Rate in Major Direction for 

group A4,𝜀̇ (msec-1) 
−2.17
× 10−1 

−2.17
× 10−2 No Test No Test No Test −2.17

× 10−3 
† Subscript 0 denotes the value associated with the model that ends in 0 
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In the first set, the dimensionless strain rate was kept constant at 𝜀′ = −2 × 10−8 for 

all of the models, while a specific damping ratio was assigned to each group. Groups A, 

B, C and D had damping ratios equal to 0.3%, 1.5%, 3.0% and 7.5%, respectively. Fig. 4 

shows the stress paths of the models in terms of the stresses normalized by the elastic 

modulus. 

 

Fig. 4 Stress paths of models in Series (2) for different mass damping ratios at a constant 
dimensionless strain rate of 𝜀′ = −2 × 10−8 

 

In the second set, the damping ratio was kept the same as that of Group A for all of 

the models (i.e. 𝜉 = 0.3%), and each group was sheared with a specific dimensionless 

strain rate in the constant volume conditions. The dimensionless strain rate of Groups A, 

A1, A2, A3 and A4 can be found in Table 3. The stress paths of the model in terms of 

dimensionless mean and deviator stresses are demonstrated in Fig. 5. 
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Fig. 5 Stress paths of models in Series (2) for different dimensionless strain rates with a constant 

mass damping ratio of ξ = 0.3% 
 
Discussion for Series (2)  

In the first set of Series (2), the samples with different densities, 𝜌, and elastic 

moduli, 𝐸, and different mass damping ratios, 𝜉, i.e. Groups A, B, C and D, were tested 

at a constant dimensionless strain rate, 𝜀′. The models in each group shared a specific 

damping ratio. According to Fig. 4, which shows the stress paths for each model in terms 

of dimensionless mean and deviator stresses, all of the models in each group, i.e. the 

models with the same 𝜉, exhibited identical behavior in the dimensionless scale. For 

instance, the response curves of the models of Group A lie on top of each other with good 

approximation. Similarly, models of the Groups B and C separately lie on top of each 

other in virtual terms. 
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This is not necessarily the case for the models with the same mass damping 

coefficient, 𝛼. For example, referring to Table 5, Models U2-1-C and U2-0-A have the 

same 𝛼, but they behave differently. Models U2-2-C and U2-5-C have the same 𝛼, and 

they show the same response because they have the same damping ratio. 

It is also observable that when ξ is changed at a constant ε′, the mechanical behavior 

is influenced qualitatively and quantitatively. As 𝜉 was increased, the shear strength, i.e. 

the peak  𝑞/𝐸 in Fig. 4, increased. The models with 𝜉 = 0.3% indicated temporary 

liquefaction (referring to Verdugo and Ishihara ,1996, Yoshimine et al. ,1998, Alarcon-

Guzman et al. ,1988, and Ishihara et al. ,1975). Moreover, the models with 𝜉 = 1.5% and 

𝜉 = 3.0%  showed a transformation phase only, while the models with 𝜉 = 7.5%  did not 

show instability which is not the expected behavior of the material as the sample was 

considered loose. All of the models ultimately formed a clear steady-state with a friction 

angle of about 𝜙𝑐𝑣 = 20°. The models with 0.3% ≤ 𝜉 ≤ 3.0% demonstrated contractive 

behavior while the models with 𝜉 = 7.5% showed dilative behavior without instability. 

Hence, the use of a high damping ratio is not recommended due to the artificial nature of 

this type of damping and the related influence on the mechanical behavior. 

In the second set of Series (2), the samples with different 𝜌s and 𝐸s and with a 

constant 𝜉, i.e. Groups A1, A2, A3 and A4, were subjected to various dimensionless 

strain rates. It was observed that for each group where the dimensionless strain-rate was 

constant the behavioral curves of the models in the dimensionless scale lay on top of each 

other. For example, according to Fig. 5, Models U2-0-A1, U2-1-A1 and U2-5-A1 

exhibited identical behavior although they had different values for 𝜌 and 𝐸. This was also 
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evident for the models in Groups A2, A3, and A4. 

However, the models did not necessarily had identical responses when they were 

exposed to the same dimensional strain rate. For instance, three models, U2-0-A, U2-1-

A2 and U2-5-A4 had equal dimensional strain rates. But, they did not go through the 

same stress path. Nevertheless, U2-1-A and U2-4-A, which shared equal dimensional 

strain rates, had identical stress paths. This was due to the fact that the two models had 

equal dimensionless strain rate as well. 

Similar to the damping ratio, the dimensionless strain rate had a significant effect on 

the mechanical behavior. As this value was increased, the peak dimensionless shear 

strength increased (as observed in Fig. 5). The models in Groups A and A1 which had 

relatively low strain rates demonstrated temporary liquefaction. Group A2 was 

characterized by a transformation phase while Groups A3 and A4 showed no instability. 

A steady state was observed for all of the models with a 𝜙𝑐𝑣 = 20°. The stress paths of 

Groups A, A1 and A2 revealed contractive responses, whereas A3 and A4 had dilative 

responses.  

Altogether, it was perceived from the analyses of Series (2) that the models with the 

same initial dimensionless conditions produced an identical dimensionless mechanical 

behavior when subjected to equal dimensionless strain rates and the same damping ratio. 

Thus, the actual values of 𝜌,𝐸,𝛼, and Δ𝑡𝑐 had no effect on the dimensionless responses 

of the models. 

By comparing Fig. 4 and Fig. 5, one can see that, where 𝜉𝜀′ was constant in the 

tested range for 𝜉 and 𝜀′ in the present study, the behavior in the dimensionless scale was 

very similar qualitatively and quantitatively. Table 6 lists pairs of the groups that were 
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similar in this way despite their different values for 𝜉 and 𝜀′ and for 𝜌 and 𝐸. For 

instance, The responses of Groups A1 and B are very similar. This means that increasing 

𝜉 by a specific factor had the same effect as increasing 𝜀′ by the same factor. 

Furthermore, when the absolute value of 𝜉𝜀′ increased, a higher shear strength was 

observed. More research is required to arrive at the analytical reason behind this 

phenomenon if one exists. It should be emphasized that this is only based on a few 

observations for narrow ranges of 𝜉 and 𝜀′. 

Table 6 Value of 𝜉𝜀′ for the models in Series (2) 

Models 𝝃𝜺′ 
Groups A1 and B −3 × 10−10 
Groups A2 and C −6 × 10−10 
Groups A3 and D −15 × 10−10 

 

Since 𝜉 and 𝜀′ proved to have significant impacts on the outcome of the DEM 

simulations, the precise determination of suitable values for every specific application 

appears to be necessary to reproduce experimental test results. 

 

3.5. Scaling Methods 

Scaling methods are the techniques by which the allowable time increment of a 

dynamic system is artificially increased through the manipulation of the parameters 

involved in determination of the allowable time increment. The allowable (or critical) 

time step is a limiting factor for explicit finite difference solutions. DEM simulations can 

be performed in less runtime by relaxing this limiting measure. Recalling Eq. (92) in 

Appendix 1, the effective parameters are 𝜌, 𝐸, and 𝑅𝑚𝑖𝑛. According to the equation, ∆𝑡𝑐 

can be increased by upscaling 𝜌 (which is known as density scaling or mass scaling), by 
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downscaling E (which is called stiffness scaling as the contact stiffness decreases), by 

upscaling the characteristic length of the problem (which is called size scaling as the 

particle sizes increase), or by engaging in a combination of these approaches. 

 

3.5.1. Series (3): The application of the scaling methods in drained conditions 

As indicated in Table 7, the models in this series were subjected to drained triaxial 

loading conditions of up to 50% strain in the vertical direction. Other parameters of these 

models can be found in Table 3. The baseline model was D-0 whose material properties 

were very similar to Ottawa sand #20/30. Model D-0 was created using 𝜇0 = 0.15 in the 

early stage of sample preparation that ended with 𝑒0 = 0.6447, which was considered a 

medium sample. The density was increased 160,000 times for D-1, while the elastic 

modulus was reduced 100 times for D-2. It should be mentioned that an excessive 

reduction of the elastic modulus, above the limits applied in this study, results in large 

particle overlaps. At such large overlaps, the assumptions of the Hertz contact model are 

not valid and, thus, cannot be applied. A damping ratio of 0.3% was applied to the 

models before shearing. 

All of the models had the same initial geometry, which they inherited from the 

baseline model. The overall instructions regarding the creation of  the scaled samples 

were that after the creation of Model D-0, the upscaled density in the case of Model D-1 

and the downscaled elastic modulus in the case of Model D-2 were applied. Then, the 

samples were allowed to reach the equilibrium state again. 
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Table 7 Input Parameters of models in Series (3) 

Model Name D-0 D-1 D-2 D-1e D-2e 
Initial Void Ratio (𝑒𝑖𝑛𝑖) 0.6447 0.6447 0.6449 0.6447 0.6461 

Density, 𝜌 (mg/mm3) 2.65 4.24
× 105 2.65 2.65 2.65 

Elastic Modulus, 𝐸, (mN/mm2) 7.8 × 107 7.8 × 107 7.8 × 105 7.8 × 107 7.8 × 107 

Critical Time Step, Δ𝑡𝑐 (msec) 7.373
× 10−5  

2.949
× 10−2 

7.373
× 10−4 

7.373
× 10−5  

7.373
× 10−5  

Initial Mean Stress, 𝜎𝑚,𝑖𝑛𝑖 
(mN/mm2) 390 390 390 390 39000 

Initial Dimensionless Mean Stress, 
𝜎�𝑚,𝑖𝑛𝑖 

2 × 10−5 2 × 10−5 2 × 10−3 2 × 10−5 2 × 10−3 

Strain Rate in Major Direction, 𝜀̇ 
(msec-1) 

−1.356
× 10−3 

−1.356
× 10−3 

−1.356
× 10−3 

−5.425
× 10−1 

−1.356
× 10−2 

Dimensionless Strain Rate 
in Major Direction, 𝜀 ′ −10−7 −4

× 10−5 −10−6 −4
× 10−5 −10−6 

Density Scale, 𝑆𝜌 = 𝜌/𝜌0 † 1 1.6 × 105 1 1 1 
Stiffness Scale, 𝑆𝐸 = 𝐸/𝐸0 † 1 1 10−2 1 1 

Δ𝑡𝑐 Δ𝑡0𝑐⁄  † 1 400 10 1 1 
𝜎𝑚,𝑖𝑛𝑖/𝜎𝑚,𝑖𝑛𝑖,0 † 1 1 1 1 102 

𝜀̇/𝜀0̇ † 1 1 1 400 10 

Mass Damping Coefficient, α 1.628
× 103 4.069 1.628

× 102 
1.628
× 103 

1.628
× 103 

𝛼/𝛼0 1 2.5
× 10−3 0.1 1 1 

† Subscript 0 denotes the value associated with the model that ends in 0 

However, in the process of making Model D-2, the confining pressure dropped to 3.9 

kPa after one cycle that the contact forces were recalculated. It was due to the fact that the 

contact stiffnesses decreased by using the 100 times smaller elastic modulus. When the 

model underwent compaction again so that it could produce the same confining pressure 

as the baseline model, the void ratio decreased significantly to 𝑒0 = 0.539. This model 

was not comparable to the baseline model as the lower void ratio would lead to different 

behavior. To overcome this issue, and enable Model D-2 to have the same void ratio as 



www.manaraa.com

 

52 
 

D-0, several samples were created from scratch with different initial inter-particle friction 

coefficients. It was revealed that using 𝜇0 = 0.276 resulted in a sample with 𝑒0 =

0.6449 and an elastic modulus 100 times lower at the same confining pressure. The latter 

model was called D-2. 

Due to the manipulation of the density and elastic modulus, D-1 and D-2 had greater 

critical time steps, which were 400 times and 10 times that of the baseline model, 

respectively. D-0, D-1, and D-2 were sheared in the major direction by the same strain 

rate, while the confining pressure was maintained at 390 kPa in the lateral directions by 

the employment of a servo-controlled mechanism.  

The simulation runtimes that allowed D-1 and D-2 to complete loading up to the 

50% strain level were 400 times and 10 times less than that of D-0, respectively. Fig. 6 

shows the friction angle of the models evolved by the applied strain. Model D-1 exhibited 

a higher peak friction angle than the baseline model, while D-2 produced a peak friction 

angle marginally higher than Model D-0. However, all of the three models converged 

towards the critical state at large deformations. 𝜙𝑐𝑠 of Model D-1 was higher than that of 

D-2 whereas 𝜙𝑐𝑠 was the same for D-0 and D-2. 

As shown in Fig. 7, D-0 and D-1 indicate dilative behaviors. However, the dilation is 

higher for D-1. Model D-2 exhibit completely different volumetric behavior. In the 

beginning, a contractive response is observed for D-2. This switches to dilation after a 

strain of about 3% is applied. The critical state formation (i.e. zero dilation or the 

horizontal segment of 𝑒 vs. 𝜀𝑎 curve) for each model is also evident in Fig. 7. 
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Fig. 6 Evolution of the friction angle with the applied strain for the models in Series (3) 

 
 

 
Fig. 7 Evolution of the volumetric strain with the applied strain for the models in Series (3) 
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Using the dimensionless scheme we aimed to determine the equivalent models of D-

1 and D-2 with the same density and elastic modulus as those of Model D-0. The 

equivalent models were named D-1e and D-2e, respectively. Their input parameters, 

including strain rate, initial confining stress, etc. are shown in Table 7. It is evident that 

the strain rates for D-1e and D-2e were 400 times and 10 times that of D-0, respectively. 

Moreover, the confining pressure of D-1e remained the same as that of D-0, whereas the 

confining pressure of D-2e was 100 times higher than that of D-0.  

In order to create the sample for D-1e, the density was reduced 1.6 × 105 times to 

match that of the baseline model and the sample was allowed to reach equilibrium. To 

create the sample for  D-2e, the elastic modulus of D-2 was increased 100 times to match 

that of Model D-0. Then, the force and the moment vectors of all of the particles were 

increased 100 times and the sample was allowed to reach the equilibrium state at a 

confining stress 100 times higher than that of D-0, i.e. 39,000 kPa. In this case the void 

ratio varied marginally and got to 𝑒0 = 0.6461. In Fig. 6 and Fig. 7, it is observed that D-

1e and D-2e reproduced the response curves of Models D-1 and D-2, respectively. 

 

Discussion for Series (3)  

From the comparison of the behaviors of Models D-1 and D-1e, it is evident that the 

1.6 × 105-fold increase in the density was equivalent to the  √1.6 × 105 = 400-fold 

increase in the strain rate. Also, from the comparison of Models D-2 and D-2e, it is 

evident that the 100-fold reduction in the elastic modulus is equivalent to the √100 =

10-fold increase in the strain rate as well as the 100-fold increase in the confining 
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pressure. These results agree with the proposed dimensionless scheme. 

The analyses of Series (3) showed that, without the modification of the strain rate, 

the scaling methods did not lead to the same mechanical behavior as the original 

parameters. Instead, they were equivalent to applying heightened strains rate and a higher 

confining stress in the case of stiffness scaling.  

Regarding the sample in which the elastic modulus was reduced 100 times, it was 

observed that the stress measures decreased 100 times after the contact forces were 

recalculated. Stress in the regular scale is proportional to the dimensionless stress and 

elastic modulus in reference to Eq. (41). According to Appendix 4, the dimensionless 

stress is independent of the elastic modulus. When the dimensionless geometry remains 

unchanged, the dimensionless stress remains constant; thus the stress is only proportional 

to the elastic modulus. When the elastic modulus is reduced, the confining stress 

decreases by the same factor without compressing the sample to develop the original 

confining stress. Therefore, a sample with a reduced elastic modulus cannot have the 

same fabric as a sample for which the elastic modulus is not reduced even if they have 

the same confining stress and void ratio. As a result, stiffness scaling leads to a model 

with an increased strain rate and a different fabric. This model has substantially larger 

inter-particle overlaps at the contact points than the model with the original elastic 

modulus. 

We need to determine which model is able to maintain the quasi-static conditions 

and is capable of reproducing similar behavior to that in the actual experimental tests.  

Static loading is of great interest in the field of geotechnical engineering. DEM is not 

capable of simulating static loading conditions due to its dynamic modeling nature, which 
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is based on Newton’s second law of motion. For a DEM model to approximate a response 

sufficiently close to static conditions, the deformation has to be applied very slowly using 

a small strain rate to prevent large dynamic effects from building up. This type of loading 

is called quasi-static loading. It is assumed that, in quasi-static conditions, the strain rate 

is so small that the velocities of particles are very small and the inertia-induced forces 

and moments are also very small compared to the inter-particle contact forces within the 

assembly. The inertial force is represented by the out-of-balance force of each particle, 

which is the resultant of the contact forces of the particle and is also in charge of moving 

the particles around within the assembly. By monitoring the equilibrium state of the 

particles, one can ensure that the unbalanced forces are relatively small and, thus, that the 

quasi-static conditions are fulfilled. 

Various dimensionless indices have been defined in DEM to evaluate and monitor 

the equilibrium state of the granular assemblies. Ng (2006) proposed the Unbalanced 

Force Index as follows: 

 Iuf = �
∑ �𝑓𝑝𝑟𝑒𝑠�

2𝑛𝑝
𝑝=1 /𝑛𝑝
∑ (𝑓𝑐)2𝑛𝑐
𝑐=1 /𝑛𝑐

 (46) 

where 𝑓𝑝𝑟𝑒𝑠 is the resultant force (i.e. out-of-balance force) acting on particle 𝑝 and 𝑓𝑐 is 

the contact force for contact 𝑐, and there are 𝑛𝑝 particles and 𝑛𝑐 contacts in the system. 

Ng et al. (2014) defined a variation of Iuf, called the unbalanced force ratio (UFR), as 

 UFR =
∑ �𝑓𝑝𝑟𝑒𝑠�
𝑛𝑝
𝑝=1 /𝑛𝑝
∑ |𝑓𝑐|𝑛𝑐
𝑐=1 /𝑛𝑐

 (47) 

This index shows the relative magnitude of the average out-of-balance forces in 
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order for the quantification of the equilibrium state. A small UFR value, for example one 

less than 1%, indicates that the quasi-static conditions are fulfilled. 

Table 8 presents the UFR values of the models averaged between 0% and 50% 

applied strain. Models D-0, D-2, and D-2e had the same UFR, which was equal to 0.1%, 

whereas D-1 and D-1e showed a relatively higher UFR of 15.2%. This indicated that the 

quasi-static conditions had been violated due to a higher dimensionless strain rate. 

Moreover, D-2 and D-2e both experienced a higher dimensionless strain rate than D-0. 

However, D-2 and D-2e yielded the same UFR as Model D-0. Whereas the numerator of 

the UFR fraction in Eq. (47) was large due to the higher dimensionless strain rate, the 

denominator was increased due to the higher dimensionless contact forces. These higher 

dimensionless forces, in turn, resulted from the higher extent of particle overlaps. The 

simultaneous increase in both the numerator and denominator of the UFR fraction yielded 

a relatively low value for the UFR, which, in this case, happened to be the same as the 

UFR of the baseline model. 

Table 8 Unbalanced Force Ratio for the models in Series (3) 

Model UFR 
D-0 0.1% 
D-1 15.2% 
D-1e 15.2% 
D-2 0.1% 
D-2e 0.1% 

 

Since it appeared that the most significant difference between Models D-0 and D-2 

lay in their volumetric behavior, it seemed reasonable to compare an overall measure 

associated with the volumetric response of each model with that from a similar 

experimental test to determine which of the models produced behavior that was closer to 
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the actual response of granular material. For this purpose, the bulk shear moduli of the 

assemblies were examined. 

The tangent bulk shear modulus is defined as 

 𝐺𝐵𝑢𝑙𝑘 =
∆𝜏
∆𝛾

 (48) 

where 𝜏 is the shear stress of the assembly that builds up at a shear strain of 𝛾. The shear 

stress can be calculated by halving the difference between the major and minor principle 

stresses of the assembly, that is, 

 𝜏 =
𝜎1 − 𝜎3

2
 (49) 

The shear strain is 

 𝛾 = 𝜀1 − 𝜀3 (50) 

where 𝜀1 and 𝜀3 are the overall strains of the assembly in the major and the minor 

directions, respectively. 

Using Eq. (48), the tangent bulk shear moduli of Models D-0 and D-2 were 

calculated and presented against the applied axial strain 𝜀1 in Fig. 8. The fluctuations 

were filtered in Fig. 8 to smooth out the curves. The average grain diameter, 𝐷50, the 

coefficient of uniformity, 𝐶𝑢, the sphericity parameter, 𝑆, and the roundness parameter, 

𝑅, of the grains of in Models D-0 and D-2 are presented in Table 9. So are the maximum 

values of the bulk shear modulus obtained from Fig. 8. 
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Fig. 8 Bulk shear modulus of Models D-0 and D-2 versus applied shear strain 

 

Table 9 Maximum bulk shear modulus and specs of Models D-0 and D-2, and an actual test 

Model 
(GBulk)max 

 

(MPa) 
D50 

 

(mm) 
𝐶𝑢 𝑆 𝑅 Initial Void  

Ratio, 𝑒0 
𝜌 

 

(g/cm3) 
D-0 101 0.45 1 0.83 1 0.645 2.65 
D-2 8.4 0.45 1 0.83 1 0.645 2.65 

Actual Test 122 0.60 1.2 0.9 0.9 0.645 2.65 
 

In Table 9, the bulk shear modulus and the specifications of an actual test specimen 

extracted from Cho et al. (2006) are also presented. The material specs of the actual test 

specimen correspond to ASTM C-778, standard Ottawa sand #20/30, which is very 

similar in material properties to Models D-0 and D-2. According to Cho et al. (2006), the 

shear wave velocity for the Ottawa sand #20/30 can be calculated as follows: 

 𝑉𝑠 = 72.7 �
𝜎𝑚
kPa

�
0.223

 (51) 

where 𝜎𝑚 is the initial mean stress of the sample. As 𝜎𝑚 = 390 kPa for D-0 and D-2, the 
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expected shear wave velocity from Eq. (52) was 𝑉𝑠 = 275 m/s. The bulk shear modulus 

can be obtained from the following: 

 𝐺𝐵𝑢𝑙𝑘 = 𝜌𝐵𝑢𝑙𝑘𝑉𝑠2 (52) 

where 𝜌𝐵𝑢𝑙𝑘 is the bulk density of the sample. 

 𝜌𝐵𝑢𝑙𝑘 =
𝜌

1 + 𝑒0
 (53) 

ρ and e0 are the particle density and the initial void ratio of the samples, 

respectively. As ρ = 2.65 g/mm3 and e0 = 0.645, we got ρBulk = 1611 kg/m3. Then, 

from Eqs (52) and (53), the bulk shear modulus for the actual sample, which had the 

specs of the Ottawa sand #20/30 listed in Table 9 with a void ratio of e0 = 0.645 and a 

grain density of ρ = 2.65 g/mm3, was expected to be (GBulk)max = 122 MPa . This 

result matched Model D-0 closely, indicating that the unscaled model represented a 

stiffness close to that of the actual test. However, the bulk shear modulus of Model D-2 

was far below this value, suggesting that stiffness scaling produces models with 

substantially softer behavior than actual experiments. 

It was observed that manipulations of the input parameters (i.e. the density and 

elastic modulus of the particles) resulted in a change in the mechanical behavior unless 

the dimensionless equivalents of the parameters were kept constant. When the 

dimensionless input parameters were kept constant, the number of computation cycles 

was the same and the analysis runtime did not vary. Therefore, there is no point in 

applying the scaling methods. 
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As O’Sullivan (2011) has correctly pointed out, to reduce the runtime of simulations, 

instead of utilizing scaling methods which are questionable, “it seems preferable to 

maximize the rate of deformation in the simulations while ensuring that the simulations 

remain quasi-static by carefully monitoring the applied and internal stresses in the 

specimen.” 

 

3.6. Summary 

In this chapter, a set of dimensionless parameters and formulations was introduced 

for DEM analyses where the mass damping ratio and the dimensionless strain rate are 

inversely proportional to the critical time increment of the granular assembly and the 

dimensionless stress is the stress normalized by the elastic modulus. The dimensionless 

formulation was derived for a single particle and validated through drained and undrained 

numerical tests. 

Using the proposed formulation, the number of independently influencing 

parameters is reduced if the model is represented in this system. Using these parameters, 

the responses of the models in the dimensionless scale are independent of the particles’ 

density, stiffness (via the elastic modulus), and the length scale for the particle sizes. That 

is, any two models which have the same dimensionless strain rate and initial geometry 

(and, therefore, the same initial dimensionless stress state) with the same mass damping 

ratio, as defined herein, exhibit identical behavior in terms of dimensionless measures 

(such as the mobilized friction angle of the assembly and stresses normalized by the 

elastic modulus) even though they may have different parameters in regular scales. The 

analytical derivations were verified using the numerical models. 
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It was demonstrated that a model with a specific damping ratio and a specific 

dimensionless strain rate shows unique mechanical behavior independent of the selected 

density and elastic modulus value for the particles in a DEM model. 

It was shown that the damping ratio is a better basis than the mass damping 

coefficient for selecting a proper value for artificial mass damping that is used in DEM 

analyses. This parameter affects the mechanical behavior of the models. Thus, it should 

be selected carefully and excessive amounts should be avoided to prevent incorrect 

responses. Hence, the determination of the optimum value for the damping ratio is 

necessary. 

It was demonstrated that the dimensionless strain rate correlates with the mechanical 

behavior of the models better than the regular strain rate when density, elastic modulus, 

and particle sizes are selected arbitrarily. Likewise, dimensionless stress is better than 

regular stress for the purpose of comparison when different elastic modului are used. An 

excessively high dimensionless strain rate may affect the mechanical response adversely 

such that a loose sample may behave like a dense sample and exhibit the unstable type of 

behavior that is due to the erroneous violation of the quasi-static conditions. Therefore, it 

is necessary to determine a suitable dimensionless value of strain rate for preserving the 

quasi-static conditions. 

In addition, in test Series (2), it was observed that, when the product of the damping 

ratio and the dimensionless strain rate is constant for a specific model (but with various 

parameters and different mass damping ratios and dimensionless strain rates), the 

mechanical behavior turns out to be very similar in qualitative and quantitative terms. 

However, this observation is limited to the studied range of the parameters, and the 
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analytical reason behind it should be explored before it is put into practice. 

If the density is increased as practiced in the density scaling approach, the resulting 

model will be equivalent to a model with the original density and an increased strain rate. 

As a result the UFR will be higher. This means that the unbalanced forces of the particles 

will be higher relative to the overall stress of the assembly, which may violate the quasi-

static conditions. If the strain rate is reduced to get the same UFR as that of the model 

with the original density, no speed-up will be gained.  

When stiffness of the contact is reduced by reducing the elastic modulus of the 

particles as practiced in the stiffness scaling approach, the resulting model will be 

equivalent to a model with the original elastic modulus with a higher strain rate and 

confining pressure than those of the model with the original elastic modulus. The increase 

in the confining stress is due to the increase in the contact forces, which, in turn, results 

from the increase in the contact overlaps. If the contact overlaps increase excessively, the 

calculated contact forces through the Hertz model are not valid as it assumes small 

deformations. Moreover, the particles are expected to break under excessively high 

contact forces, thus, the crushing mechanism should be modeled as well. 

On the other hand, the unbalanced forces increase due to the increase in the strain 

rate. Hence, the UFR remains the same or even reduces depending upon the amount of 

the reduction of the elastic modulus and whether the quasi-static conditions are 

maintained. However, the fabric is different from that of the original model. Therefore, a 

different behavior from that in an experimental test with similar specifications is 

observed. Furthermore, the bulk shear modulus of the assembly is significantly lower 

than that of experimental results, whereas that of the model with the original elastic 
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modulus approximately matches experimental results. This means that the model with 

reduced stiffness shows an incorrectly softer mechanical response than the experiment 

despite speeding up of the simulation. 

Consequently, the use of neither of the scaling techniques is recommended. 

However, if a density or an elastic modulus different from the properties of the actual 

grains is used, the dimensionless strain rate and dimensionless stress should be kept the 

same as those of the unscaled model. 

The runtime is proportional to the number of time-steps in a DEM analysis. 

Furthermore, the number of time-steps is directly proportional to the final strain and 

inversely proportional to the time-step fraction and the dimensionless strain rate. 

Therefore, if these three parameters are kept constant, it is not possible to reduce the 

runtime by manipulating the input parameters. 

The only legitimate ways to reduce the runtime for a quasi-static DEM analysis are 

by improving the numerical algorithms, employing parallel processing, using faster 

computers, and increasing the dimensionless strain rate as long as the quasi-static 

conditions are maintained. Therefore, the limiting dimensionless strain rate value above 

which compliance with the quasi-static conditions fails should be determined. 
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CHAPTER 4 

Sample Preparation and Friction Coefficient 

 

4.1. Overview 

An automatic algorithm is introduced for the systematic sample preparation in 

discrete element modeling. This algorithm is aimed at preparing samples with arbitrary 

particle-size distributions of ellipsoids with desired confining pressures and void ratios by 

adjusting the inter-particle friction coefficient in the sample preparation stage. The 

performance of the proposed algorithm was examined, and the effect of the friction 

coefficient on making samples with mono-sized particles and with different void ratios 

was assessed.  

 

4.2. Necessary Considerations for Sample Preparation 

Since the invention of the discrete elements method (DEM), preparing necessary 

samples has been a challenging task and is at least as costly as main simulations. Among 

those models, preparing simulated samples of granular soils has been more challenging, 

particularly in soil samples comprising particles with different shapes and sizes. The 

particles are situated in certain arrangements within the body of soil specimens. 

Furthermore, every soil sample undergoes a certain in situ pressure naturally and has a 

specific void ratio.  

Many attempts have been made to prepare more realistic samples. However, a 

sample with properties close to a real specimen is not necessarily a practical sample. For 

example, nowadays some methods can scan the 3D shapes of the particles. Due to the 
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unique shape of every particle and the presence of numerous particles in each sample, it 

is not feasible to extract the geometric information of every single grain. Furthermore, if 

one managed to prepare such information for a finite soil sample, it would take too much 

time to run a numerical simulation using the existing computational hardware and thus is 

not practical. 

In addition, if one gets particles out of their original positions to scan their shapes, 

the original fabric will be destroyed, and the behavior of the reconstituted sample may be 

different from that of the original one because it is almost impossible to restore the initial 

fabric once it is disturbed. It should also be mentioned that there is no rigorous solution 

for the contact mechanics of irregularly shaped particles.  

Considering the above-mentioned problems, most researchers prefer to stay away 

from the actual particle shapes and stick with simplified models such as spheres, 

ellipsoids, super-ellipsoids, tetrahedrons, polyhedrons, and so on. Among these shapes, 

the sphere, due to its simplicity, has been the most widely used. However, it is obvious 

that spheres cannot represent soil particles due to their oversimplification in general (e.g., 

particle shape) and low resistance against rotation in particular. 

Ellipsoids are an alternative shape to simulate less angular soil particles (e.g., Ottawa 

sand). One of the advantages of the ellipsoid shape is that it does not have any singular 

point, and thus contact mechanics can be applied to it with higher confidence. This type 

of element has been implemented in some DEM codes, such as ELLIPSE3D, which is 

developed at the University of New Mexico (Lin & Ng, 1995) and was used in the 

present study. It is important to choose a suitable aspect ratio for the particles in order to 

resemble the actual particles as much as possible. To reduce the number of input 
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parameters, a spheroidal particle shape is used, which is an ellipsoid with two equal semi-

diameters in minor directions. The aspect ratio of particles is defined as the ratio of the 

major diameter to the minor diameters of the particle. 

Some problems such as segregation and presence of the idle particles (sometime 

called rattlers or floaters) may be encountered as well. Particle size distribution (PSD) of 

the samples has a key role in selecting a sample preparation method. Based on PSD, 

granular materials can be categorized into well-graded and poorly graded types. In 

preparing a gap-graded sample, segregation and presence of floaters are the major 

problems. If gravity is not applied for such samples, smaller particles float within the 

voids between the larger ones without making any load-bearing contacts. If gravity is 

applied, segregation occurs where small particles migrate toward the bottom of the 

sample. Hence, the preparation of gap-graded samples requires specific considerations.  

Among the major sample preparation methods mentioned in Chapter 2, ballistic 

deposition, gravitational, and uniaxial compaction methods are not capable of making 

dense samples. Gravitational methods cannot be implemented with a periodic boundary 

condition. The Lily-pond model only makes samples with an identical size. Tessellation 

methods cannot make samples with a specific grain size distribution, and they cannot 

make loose samples. According to Bagi (2005), this method makes loose packing in the 

vicinity of boundaries that end up with non-homogeneous samples. Furthermore, the 

radius expansion method was meant for making dense packing of spheres in its original 

form. 

As mentioned in Chapter 2, isotropic compaction methods are widely used for 

sample preparation. They create the particles in a container larger than the final sample 
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size, and then the sample is compressed in all directions to achieve the desired pressure. 

In these methods, segregation does not occur due to lack of gravity. Isotropic compaction 

methods are performed through various approaches with different stages. However, these 

methods are relatively slow. Also, due to the application of the force-controlled routines 

that densify the initial cloud of randomly generated particles, the final samples may be 

distorted from the initial desired aspect ratio of sample dimensions. 

Another input parameter is the number of the particles in a sample. Plassiard et al. 

(2009) created four samples of identical size but with different numbers of particles (i.e., 

10,000, 20,000, 50,000, and 90,000 particles). They demonstrated that the obtained 

mechanical response is independent of the mean size of the particles and of the 

characteristic size of the samples. Therefore, using about 10,000 particles in the samples 

still seems reasonable to avoid size effects on the behavior of the numerical media. 

Regarding every application, samples may be created under various boundary 

conditions, such as rigid, membrane, axisymmetric, periodic, and hybrid. For rigid 

boundaries, the enclosing planes are assumed to be rigid, and the membrane can be 

applied using different techniques, such as shell elements, or by simulating hydrostatic 

pressure (Lin & Ng, 1995). The periodic cell method, which is used in this study, 

removes the boundary effect and allows users to create smaller samples that require less 

simulation runtime (Cundall, 1988; Thornton, 2000; Ng, 2004). It should be mentioned 

that the three-phase method, proposed in the next section, can be implemented using rigid 

or membrane boundaries as well.  

It is noteworthy to mention that binary-mixture samples with distinct differences 

between two particles sizes require more particles to capture the true mechanical 
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response. Also, the strain field is not uniform in this type of materials; hence, the periodic 

boundaries are not applicable. However, the study of binary mixtures is out of scope of 

this research. 

 

4.3. Three-Phase Method 

A three-phase method is explained to overcome the above-mentioned drawbacks, 

based on the same concept as isotropic compaction. The samples required throughout the 

present study are made by the automatic algorithm that saves a lot of time for DEM users 

and reduces human error. 

First, particles are created in a space larger than the final sample with no contacts, in 

the so-called particle generation phase. Then, to achieve the final sample, the created 

particle cloud undergoes two more phases – namely, the shrinkage phase and the 

compression phase, respectively. 

 

4.3.1. Particle Generation Phase 

In this phase, based on the desired particle size distribution, the particles are created 

in a sufficiently large rectangular cuboid-shaped container that can accommodate all 

particles without developing any overlap or contact to each other. The position and 

orientation of the particles are generated by a random function called random seeds. Note 

that in order to minimize the initial size of the container, and thereby minimize the 

computational cost, it is preferred to first create large particles and then create smaller 

particles within the voids. It should be mentioned that the container sizes have to be 

proportional to the desired sizes of the final sample so that by applying equal strain 
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measures in all directions, one may achieve the final size of the sample. 

In this phase, the desired void ratio range is applied by selecting an appropriate 

internal friction angle between the particles, μ. The higher the friction angle, the harder 

their movement with respect to each other, and the higher the void ratio as a result. In this 

study, the friction coefficient ranges from 0 to 0.50. The upper limit was selected for two 

reasons: according to Huang et al. (2014), using a friction coefficient higher than 0.5 

results in a non-physical response. On the other hand, the inter-particle friction 

coefficient in the final granular assembly will be set to 𝜇 = 0.5. Using a friction 

coefficient for the final sample higher than the value that will be used during the shearing 

tests is not suitable, since it produces strong tangential contacts that are broken after 

lowering the friction coefficient (Barreto et al., 2008).  

 

4.3.2. Shrinkage Phase 

The shrinkage phase is a displacement-controlled phase. In this phase, the same 

strain increments are applied to all three dimensions of the sample at each time step at 

inward directions. As the container shrinks, particles start to contact each other, and these 

contacts develop a pressure within the sample. However, by numerical cycling the sample 

in the absence of dimension change, the developed pressure diminishes which is due to 

breaking the meta-stable contacts by rearranging the particles. This operation, which is 

employed to stabilize the sample, is called “balancing”. 

The remaining pressure is a criterion to determine when the sample is ready to be 

transferred to the next stage – that is, as soon as the pressure in any direction exceeds the 

user-defined target confining pressure, the strain rate is declined. In the next step, the 
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strain rate is halved, and so on. Thornton and Antony (2000) mentioned a similar 

approach in gradual reduction of the strain rate as the sample moves closer to the target 

stress level, yet through a stress-controlled simulation. 

Since the state of the sample is evaluated only at the end of any fixed number of 

cycling intervals, it is important to keep the last good configuration of the sample so that 

if the confining pressure may exceed the target pressure in any of the three directions, the 

previous state can be restored. The excessive pressure can be released by moving the 

boundary in the outward direction. However, this makes the sample overconsolidated by 

leaving irreversible tangential contact forces. Therefore, the unwanted overconsolidation 

can be avoided by preserving the previous state of the sample.  

Our strain-controlled procedure helps to increase the sample preparation speed, since 

when the voids are larger, a higher strain rate is applied, and when the voids decrease, the 

strain rate is lowered. This reduction of the strain rate continues until a minimum strain 

rate limit is met. From this point forward, the strain rate remains constant. The 

application of the displacement-controlled shrinkage in this phase significantly reduces 

the computational cost by speeding up the simulation process. 

 

4.3.3. Compression Phase 

In the beginning of this phase, the friction angle is set to its final value, 𝜇 = 0.5. In 

contrast to the shrinkage phase, in this phase, change in the container size is applied by a 

force-controlled procedure through a servo-mechanism. 

This phase aims to achieve a specific predetermined confining pressure equally in all 

three directions. Also, it is desired that the particles stop vibrating and equilibrium state is 
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achieved for the sample. In the other words, the dynamic forces must be considerably less 

than static forces. For this purpose, we use the Unbalanced Force Ratio defined by Ng 

(2006), as follows: 

 URF =
∑ (𝑜𝑢𝑡 𝑜𝑓 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑓𝑜𝑟𝑐𝑒𝑠)2 ÷ 𝑛𝑏
𝑛𝑏
1

∑ (𝑐𝑜𝑛𝑡𝑎𝑐𝑡 𝑓𝑜𝑟𝑐𝑒𝑠)2𝑛𝑐
1 ÷ 𝑛𝑐

 (54) 

where 𝑛𝑏 and 𝑛𝑐 are the number of particles and number of contacts, respectively. 

When this index is less than 0.1%, we assume that the sample is in static equilibrium. 

Unlike the shrinkage phase, the exerted compression rate is calculated using a force-

controlled mechanism in this phase through a servo-control technique. In force-controlled 

mechanisms, the displacement applied on the boundaries is updated in every time step 

using feedback received from the previous step so the stress can approach the desired 

value. 

Similar to what was explained in the shrinkage phase, cycling the sample in the 

absence of a dimension change, i.e. balancing, allows the sample to get closer to a static 

equilibrium state by dissipating the excessive kinetic energy. Compressing the sample to 

a predefined confining stress by a servo-controlled algorithm and performing a balancing 

stage alternatively until the associated desired criteria are met leads the sample to its final 

ready-to-use state.  

One may avoid applying the shrinkage phase and apply only the compression phase 

right after the particle generation phase. However, this is not recommended for two 

reasons: First, the compression procedure is slower than shrinkage due to the trial-and-

error nature associated with the servo-control. When there are a lot of voids in the sample 

in the initial configuration and there are few contacts between particles, the stress is much 
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lower than the goal pressure, thus, there is no need for a force/stress-controlled algorithm 

that takes longer.  

Second, the sole compression may undesirably and significantly change the initial 

aspect ratios of the sample container box, whereas the shrinkage may not. Before enough 

contacts have developed in the sample and a load-bearing structure is created, application 

of a stress-controlled algorithm significantly distorts the shape of samples, particularly if 

a low inter-particle friction coefficient is applied. However, after sufficient contacts are 

developed, the compression phase has insignificant influence on the final sizes of the 

sample. 

 

4.3.4. Sample Preparation Algorithms 

Even though the concept of the aforementioned procedure is simple, it involves a lot 

of detail and takes a long time to perform manually, especially if the number of particles 

is high. This makes sample preparation cumbersome that may introduce human error, 

especially when many consistent samples need to be created. Therefore, a standardized 

approach is necessary to prepare samples that can work automatically. This approach 

guarantees the repeatable creation of identical samples by using the same input and 

control parameters and by following the same procedure.  

Fig. 9 and Fig. 10 show the flowcharts used for the shrinkage phase and the 

compression phase. The flowcharts illustrate the detailed steps, conditions, connections 

between every two steps, and default values used in the present study. These charts are 

implemented in ELLIPSE3D and may ease the programming task for the mentioned 

sample preparation methods in other DEM programs. Note that the time-step ratio was set 
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to 𝐶𝑡 = ∆𝑡
∆𝑡𝑐

= 0.1 in all sample preparation phases. 

 
4.3.5. Material Properties 

The following properties were used for sample preparation: 

Density 𝜌 = 2650 kg/m3 = 2.65 mg/mm3 

Shear Modulus 𝐺 = 30 GPa = 3 × 107 mN/mm2 

Poisson’s Ratio 𝜈 = 0.30 

Final inter-particle friction coefficient 𝜇 = 0.50 
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Fig. 10 Flowchart of Compression Phase 
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4.4. Sample Preparation Program 

The particles were of prolate ellipsoidal (spheroid) shape. The aspect ratio of 

particles was selected to be 1.2. In order to have a smooth behavioral curve (e.g., stress-

strain) in the output, the total number of particles was selected to be 10,000 particles. The 

initial box sizes were minimized by trial and error so the box could enclose all particles. 

The reason to choose the smallest initial box size is that it takes less time to create the 

sample in this way since the size is closer to the final size and thus requires less 

numerical cycles. 

Using the proposed algorithm, 112 mono-dispersed samples with the major size of 

particles (major semi-diameter) equal to 0.48 mm were created to study the effect of 

using different inter-particle friction coefficients in the shrinkage phase on the properties 

of the final samples. Four different confining pressures – 39, 390, 3900 and 39,000 kPa – 

were applied. The samples were created using 28 different friction coefficients ranging 

from 0 to 0.5, as presented in Table 49 of Appendix 7. 

 

4.5. Results of Sample Preparation 

The void ratios of the prepared samples are shown in Table 49 of Appendix 7. The 

variation of the void ratio with the friction coefficient that was used in the shrinkage 

phase is shown in Fig. 11 for the four different confining pressures. There is a clear 

correlation between the void ratio and the friction coefficient in the shrinkage phase, 𝜇1, 

at each confining pressure. As the friction coefficient increases, the void ratio increases. 

Below 𝜇1 = 0.03 and above 𝜇1 = 0.47, there is no significant change in the void ratio. 

This means that 𝜇1 = 0.03 produces the densest sample and 𝜇1 = 0.47 creates the loosest 
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sample. A friction coefficient lower than 𝜇1 = 0.03 does not lead to a denser sample, but 

this small value speeds up the shrinkage phase by playing a stabilizing role on the 

tangential contacts. 

 

 
Fig. 11 Variation of void ratio with the friction coefficient at four different confining pressures 

 

In addition, it is evident that by increasing the confining pressure, a denser sample is 

obtained. This is also evident in Fig. 12; this figure indicates that the effect of confining 

pressure on the void ratio is more noticeable at higher friction coefficients that produce 

looser samples. 
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Fig. 12 Effect of confining pressure on void ratio at different friction coefficients 

(Connecting lines are drawn for visibility) 

 

The relative densities of the achieved samples were calculated using the minimum 

and maximum void ratios for each confining stress. Fig. 13 shows the variation of the 

relative density with the confining stress, indicating that relative density for the samples 

created with a specific friction coefficient is almost constant with variation of the 

confining pressure, other than the small deviations for the samples with very low 

confining pressure equal to 39 kPa. Fig. 14 shows the variation of the relative density 

with the friction coefficient for the four confining pressures. For practical purposes, the 

locus of the relative density as a function of the friction coefficient in the shrinkage phase 

for 𝜇1 ≥ 0.03 can be approximated with the following empirical equation: 

 𝐷𝑟 = −0.4(1 + ln 𝜇1) (55) 
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Fig. 13 Variation of relative density with the friction coefficient in the shrinkage phase  

(Connecting lines are drawn for visibility) 

 

 

 
Fig. 14 Variation of relative density with the friction coefficient for three confining pressures 
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As defined in the literature, the mechanical coordination number is the average 

number of contacts of each particle – that is, the number of contacts divided by the 

number of particles. In order to calculate a correct coordination number, both idle 

particles and idle contacts should be excluded. Every particle with fewer than three 

contacts is counted as an idle particle. Particles with no contact are rattlers, particles with 

one contact are unstable, and particles with two contacts are metastable. Particles with 

three or more contacts in a 3D model are stable and actively participate in the load-

bearing structure. Idle contacts are the contacts linked to one or two idle particles. 

However, identification of the idle particles needs to be done iteratively; when some of 

the particles are excluded as idle particles, their associated contacts are considered idle 

and are thus excluded. Some other particles may then lose their contacts and need to be 

considered idle. This procedure should be repeated until no more idle particles are 

identified. This procedure to calculate the correct coordination number was implemented 

in the program. A similar non-iterative approach was suggested by Thornton and Sun 

(1993) and Thornton (2000), among others. 

In Fig. 15, the mechanical coordination number of the samples is shown versus the 

friction coefficient in the shrinkage phase. It is observed that for 𝜇1 ≥ 0.03, the 

coordination number declines with the increase of 𝜇1, and the coordination number for 

the higher confining stresses is higher. In Fig. 16, the variation of the coordination 

number with relative density is displayed for the four different confining stresses. It 

shows that as the relative density increases, the coordination number increases. Strong 

linear correlations are observed between the coordination number and the relative density 

at every confining pressure by excluding very low and very high relative densities. 
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Fig. 15 Variation of coordination number with the friction coefficient in shrinkage phase 

 

 

 
Fig. 16 Variation of coordination number with relative density for four different confining 

pressures 
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Fig. 17 shows the ratio of idle particles by weight that exist in the samples versus the 

friction coefficient in the shrinkage phase of the sample preparation for the four different 

confining pressures. It is evident that when 𝜇1 ≤ 0.03 is used, which indicates dense 

samples, no or few idle particles are present. As 𝜇1 increases, the idle particle percentage 

increases and plateaus at higher friction coefficients. Also, the idle particle percentage 

increases with increase in the confining pressure. 

 

 
Fig. 17 Weight percentage of idle particles versus friction coefficient in shrinkage phase 
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4.6. Summary  

This chapter presented a robust three-phase sample-preparation method. This method 

can be used with any particle shape and any predefined particle size distribution, unlike 

most of the existing methods. This method was then tested, and demonstrated the ability 

to successfully create DEM samples. Our method, which was inspired by the isotropic 

compaction method, is able to make samples with predefined aspect ratios for the 

container, unlike its predecessor. In addition, it works faster than isotropic compaction 

due to the displacement-controlled shrinkage phase. 

At four different confining pressures, strong correlations were found between void 

ratios of samples and the inter-particle friction coefficients used in the shrinkage phase of 

the sample preparation. As the friction coefficient increases, the void ratio increases. A 

friction coefficient between 0.03 (for the densest sample) and 0.47 (for the loosest 

sample) is advisable. Relative density showed a strong correlation with the friction 

coefficient regardless of the confining pressure. For practical purposes, an empirical 

equation was presented that can be used to predict the value of the necessary friction 

coefficient to achieve a sample with a desired relative density. However, the use of this 

equation should be limited to the mono-dispersed samples with ellipsoidal particles that 

have an aspect ratio of 1.20. 
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CHAPTER 5 

Mass-Proportional Damping 

 

5.1. Overview 

A new damping model was introduced and compared to the conventional mass-

damping model. The comparison was conducted using an existing index and a new index 

proposed here. These indices indicate the equilibrium state of a sample. Two samples of 

different particle size distributions were created and were subjected to the triaxial 

compression loading test in drained conditions.  Simulations of fourteen different 

damping ratios, ranging from 0 to 5%, and four different dimensionless strain rates, 

ranging from 10−8 to 10−5, were carried out. The damping ratio that resulted in 

minimum unbalanced force, so-called optimum damping ratio, was determined based on 

the proposed index for the models simulated by the conventional and new damping 

systems. Finally, the efficiency of the new damping model was compared to that of the 

conventional damping model in terms of maintaining equilibrium conditions. 

 

5.2. Damping in DEM 

In the discrete element method, a Coulomb friction mechanism is used to model the 

tangential component of the contact forces that damp out the excessive vibrations by 

dissipating energy. However, the mechanism of the Coulomb friction stops dissipating 

energy if the normal contact force exceeds a threshold and the contact sticks. In other 

words, the shear component of the contact force has to be greater than a threshold value 
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for the contact to start sliding and dissipating energy. The normal component of the 

contact force does not have a damping mechanism itself.  

Moreover, there is an inherent computational damping that is encountered using 

finite difference methods to solve the differential equations numerically (as in DEM), 

which is related to the interpolation scheme and the discretization refinement. This 

damping is called algorithmic damping, referring to Thomas (2013) and Newmark 

(1959). However, it is not associated with any input parameter and thus is not 

controllable. 

Therefore, it is inevitable to apply an artificial damping to attain the equilibrium, 

especially for modeling quasi-static loading conditions. Since there is no physical 

justification for this type of damping, the damping value should be kept as small as 

possible so the interference is as low as possible in the response of the DEM models of 

particulate matters. Therefore, a minimum damping ratio that effectively minimizes the 

excessive particle oscillations and enhances the equilibrium state of the assembly, the so-

called optimum damping ratio, has to be determined. 

Damping has been implemented into the DEM through different methods, such as 

local contact damping and mass-proportional global damping. The global mass damping 

was used in this study. In addition, a size dependent mass damping was introduced. 

 

5.2.1. Conventional Mass-Proportional Damping 

The conventional mass damping, hereafter referred to as the old damping (OD), was 

explained in detail in Section 3.2.2 and Appendix 2. 

The damping constant in translational motion of particle i is determined in 
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proportion to the particle mass, 𝑚𝑖, giving the so-called mass-proportional damping: 

 𝑐𝑖 = 𝛼𝑖𝑚𝑖 (56) 

where 𝛼𝑖 is the coefficient of mass-proportional damping. 

We have showed that 𝛼𝑖 can be related to the damping ratio, 𝜉: 

 𝛼𝑖 = 2𝜔𝑖𝜉 (57) 

where 𝜔𝑖 is the natural frequency of particle i. In practice, an equal value for the damping 

coefficient, 𝛼0, is used for different-sized particles in an assembly: 

 𝛼0 = 2𝜔𝑚𝑎𝑥𝜉 (58) 

where 𝜔𝑚𝑎𝑥 is the highest natural frequency of the entire assembly that is approximated 

by the natural frequency of the smallest particle in the assembly: 

 𝜔𝑚𝑎𝑥 =
1

𝑅𝑚𝑖𝑛
�
𝐸
𝜌

 (59) 

where 𝑅𝑚𝑖𝑛 is the radius of the smallest particle, and 𝐸 and 𝜌 are the elastic modulus and 

the density of particles. 

It means that 𝛼0 is intended to target the highest natural frequency occurring in the 

assembly, which is attributable to the smallest particle. Using Eqs. (59) and (60) the 

following equation is obtained: 

 𝛼0 =
2𝜉
𝑅𝑚𝑖𝑛

�
𝐸
𝜌

 (60) 

Therefore, the damping term in the equilibrium equation of all the particles –i.e., Eq. 

(94) – becomes: 

 𝑐𝑖 = 𝛼0𝑚𝑖 (61) 
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5.2.2. Proposed Size-Dependent Mass Damping 

Instead of targeting the highest frequency in the assembly by using the natural 

frequency of the smallest particle, the aim is to customize the damping to each individual 

particle in the assembly based on the particle size. The new damping model is called size-

dependent mass-proportional damping, as it was still proportional to the mass of each 

particle. Eqs. (94) and (98) are still in effect. However, 𝜔𝑖 is calculated for particle i, 

based on the particle radius, 𝑅𝑖, as follows: 

 𝜔𝑖 =
1
𝑅𝑖
�
𝐸
𝜌

 (62) 

Using Eqs. (98) and (99), the customized mass-proportional damping coefficient for 

particle i, 𝛼𝑖, is determined as follows: 

 𝛼𝑖 =
2𝜉𝑖
𝑅𝑖

�
𝐸
𝜌

 (63) 

In the above equation, the damping ratio is denoted with an i subscript to 

differentiate it from that of the conventional damping model. It is interesting to know that 

how much damping is applied in the conventional damping model in terms of 𝜉𝑖 to a 

particle with a radius equal to 𝑅𝑖. Note that 𝜉𝑖 = 𝑐𝑖/𝑐𝑐𝑖 (𝑐𝑐𝑖 is the critical damping of 

particle i) whereas 𝜉 is not necessarily equal to 𝑐𝑖/𝑐𝑐𝑖, because 𝜉 is equal to the actual 

damping ratio only for the smallest particle for which 𝑅𝑖 = 𝑅𝑚𝑖𝑛. 

Assuming a constant damping coefficient of 𝛼0 = 2𝜉0
𝑅𝑚𝑖𝑛

�𝐸
𝜌
  is equally applied to all 

of the particles with different sizes; by letting 𝛼𝑖 = 𝛼0 and using Eqs. (61) and (64) one 

obtains: 
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 𝜉𝑖 =
𝑅𝑖
𝑅𝑚𝑖𝑛

𝜉0 (64) 

As 𝜉0 is constant, Eq. (65) indicates that the actual damping ratio for the 

conventional damping model is proportional to the particle radius, 𝑅𝑖. As the particle 

radius increases, the damping ratio increases. However, the small particles move and 

vibrate faster than the large particles in a collision between small and large particles, and 

thus it is incorrect to assign a greater damping ratio to large particles. In the conventional 

mass-damping model, larger particles have a greater damping ratio than smaller ones, 

but, the proposed size-dependent mass-damping model overcomes this issue by allocating 

an equal damping ratio to all particles with different sizes. This damping model is 

denoted as new damping (ND) in our simulations. 

 

5.3. Indices for Monitoring the Equilibrium State 

Any damping model aims to fulfill the equilibrium state of the particles as fast as 

possible. To assess the equilibrium state in an assembly, the Itasca Consulting Group 

(2007) recommended monitoring the magnitude of the particles’ unbalanced forces by 

comparing them to the contact forces to ensure that the out-of-balance forces are 

relatively small. For this purpose, a quantifiable measure is needed, so some indices have 

been devised to achieve this goal. In the present study, two indices were used to evaluate 

the performance of the conventional and the newly introduced mass-damping systems in 

preserving the equilibrium state.  
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5.3.1. Unbalanced Force Indices 

Several dimensionless indices have been defined in DEM to evaluate the equilibrium 

state of the particular assemblies. The unbalanced force index was proposed by Ng 

(2006), as follows: 

 Iuf = �
∑ �𝑓𝑝𝑟𝑒𝑠�

2𝑛𝑝
𝑝=1 /𝑛𝑝
∑ (𝑓𝑐)2𝑛𝑐
𝑐=1 /𝑛𝑐

 (65) 

where 𝑓𝑝𝑟𝑒𝑠 is the resultant force of the contact forces (i.e., out-of-balance force) acting on 

particle 𝑝, and 𝑓𝑐 is the contact force for contact 𝑐, while there are 𝑛𝑝 particles and 𝑛𝑐 

contacts in the system. A variation of 𝐼𝑢𝑓, called unbalanced force ratio (UFR), was 

introduced by Ng et al. (2014) as: 

 UFR =
∑ �𝑓𝑝𝑟𝑒𝑠�
𝑛𝑝
𝑝=1 /𝑛𝑝
∑ |𝑓𝑐|𝑛𝑐
𝑐=1 /𝑛𝑐

 (66) 

This index shows the relative magnitude of the average out-of-balance forces to 

quantify the equilibrium state. 𝐼𝑢𝑓 and UFR are statistical indices and are defined based 

on the observation. In the present study, a new index was introduced for comparison 

purposes. The new index is called moment index. The moment index is based on the 

unbalanced moments of particle, which is not covered in UFR. 

 
5.3.2. Moment Index 

The moment index is the ratio of the sum of the magnitudes of the unbalanced 

moments of the particles per volume of the assembly to the magnitude of the octahedral 

stress of the assembly. 
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 𝐼𝑀𝑜𝑚 =
∑ �𝑀𝑝�
𝑛𝑝
𝑝=1

𝑉|𝜎𝑜𝑐𝑡|
 (67) 

𝑀𝑝 is the unbalanced moment of particle 𝑝, 𝑛𝑝 is the number of total particles, 𝑉 is the 

volume of the sample, including the volume occupied by the particles and the inter-

particle voids, and 𝜎𝑜𝑐𝑡 is the octahedral stress of the assembly defined by 

 𝜎𝑜𝑐𝑡 =
1
√3

(𝜎1𝑒̂1 + 𝜎2𝑒̂2 + 𝜎3𝑒̂3) (68) 

where 𝜎𝑖 is the stress in the ith principal direction, 𝑒̂𝑖. 

The moment index is dimensionless and independent of the choice of density, elastic 

modulus of the particles, and characteristic size of the assembly.  

Itasca Consulting Group (2007) recommends monitoring the magnitude of the 

unbalanced forces of the particles to the magnitude of the contact forces in order to 

ensure that the equilibrium state is reached. Obviously, 𝐼𝑢𝑓 and UFR, in Eqs. (66) and 

(67), fulfill this condition. The moment index is very similar to the 𝐼𝑢𝑓 in the formulation, 

as the unbalanced moments of a particle are the products of the unbalanced forces of the 

particle and the vectors directed from the center of the particle to the contact point. 

On the other hand, the components of the stress tensor, from which the octahedral 

stress is built, are the sum of the products of the contact forces of the particles and the 

branch vectors divided by the volume of the assembly (See Eq. (79)). Instead of the 

vector sum of the particle moments, adding the magnitudes of the unbalanced moments in 

the numerator preserves the unbalanced moment of each particle in the formulation by 

preventing the particles from negating the vector components of each other’s moments. 
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5.3.3. Inertia Index 

Similar to the moment index, the inertia index was developed based on the inertia 

term in the rotational equation of motion, 𝐼𝑖𝜃̈𝑖, where 𝐼𝑖 is the moment of inertia and 𝜃̈𝑖 is 

the angular acceleration of particle 𝑖. This index, which aims to monitor the quasi-static 

state of models, is: 

𝐼𝑖𝑛 =
∑ �𝐼𝑝𝜃̈𝑝�
𝑛𝑝
𝑝=1

𝑉|𝜎𝑜𝑐𝑡|
 

 

5.4. Numerical Tests 

The numerical tests were conducted to evaluate the efficiency of the introduced size-

dependent damping model – proposed to achieve a better equilibrium state (i.e. less 

moment index) – and compare it to the conventional one. Another objective was to assess 

the functionality of the proposed moment index and compare it to that of the unbalanced 

force ratio. In addition, it was intended to determine an appropriate damping value for the 

conventional and size-dependent mass-damping models for shearing at different strain 

rates. 

The response of the models using the conventional and the size-dependent damping 

models for a mono-dispersed sample would be the same, so in order to study the effect of 

the particle-size difference on the performance of the conventional and size-dependent 

mass-damping models, two poly-dispersed samples with 8,000 particles, A and B, with 

different particle size distributions (PSD) were created using the algorithm introduced in 

Chapter 4. 

The PSDs of the samples A and B are shown in Table 10 and Table 11, respectively, 
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as well as in Fig. 18. Sample A was well-graded with particles that were distributed 

within a wide range of particle sizes from dmin=2.13mm to dmax=16.03mm, resulting in a 

size disparity ratio equal to dmax/dmin=7.53. Note that the particle size is nominal and 

refers to the diameter of a sphere with volume equal to the volume of the particle. Sample 

B had a narrower particle size distribution ranging from dmin=11.69mm to dmax=16.03mm 

and resulting in a size disparity ratio equal to dmax/dmin =1.37. The initial void ratios of 

Samples A and B were 0.419 and 0.632, respectively. 

 
Table 10 Particle sizes and particle size distribution of Sample A 

Particle 
Type 

Number 

Particle 
Aspect 
Ratio 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number 
of 

Particles 

Weight 
Ratio 

Accumulated 
Weight Ratio 

1 1.2 1.0 1.2 2.13 7284 10% 10% 
2 1.3 3.0 3.9 6.55 498 20% 30% 
3 1.4 5.0 7.0 11.19 150 30% 60% 
4 1.5 7.0 10.5 16.03 68 40% 100% 

 

Table 11 Particle sizes and particle size distribution of Sample B 

Particle 
Type 

Number 

Particle 
Aspect 
Ratio 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number 
of 

Particles 

Weight 
Ratio 

Accumulated 
Weight Ratio 

1 1.2 5.5 6.6 11.69 1448 10% 10% 
2 1.3 6.0 7.8 13.10 2056 20% 30% 
3 1.4 6.5 9.1 14.54 2252 30% 60% 
4 1.5 7.0 10.5 16.03 2244 40% 100% 

 
The input parameters of the samples can be found in Table 12. As shown in this 

table, 14 different damping ratios ranging from 0 to 5% were applied in the models in 

order to determine the optimum damping values for each damping model. Moreover, the 

samples were sheared at four different dimensionless strain rates, equal to 

10−8, 10−7, 10−6, and 10−5, and up to 10% strain in the major loading direction in order 
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to study the damping effect at different deformation rates. 

 

Fig. 18 Relative particle size distribution of Samples A and B 

 

As a database, Table 50 of Appendix 8 provides the peak strength of each model in 

terms of the mobilized angle of friction of an assembly, 𝜙𝑚𝑎𝑥, the strain measure at 

which the peak strength occurs, 𝜀𝑃𝑒𝑎𝑘, the unbalanced force ratio, UFR, and the moment 

index, 𝐼𝑀𝑜𝑚, as well as the total kinetic energy of the particles, including the translational 

and the rotational components in each model, 𝐸𝐾𝑖𝑛. By monitoring the strain of the peak 

strengths, it was ensured that the peak states had been captured before the loading ends at 

10% strain. Note that both the index values and the kinetic energy in Table 50 were 

evaluated at 250 points (i.e., one point for every 0.04% strain) and averaged between 0 

and 10% strain. 
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The following is the naming convention for the models. {Mn-DD-n.nn} 

M: model name (A or B) 

n: deformation speed (5 for 𝜀′ = 10−5, 6 for 𝜀′ = 10−6, 7 for 𝜀′ = 10−7, and 8 for 

𝜀′ = 10−8) 

DD: damping type (ND = new damping model, OD = old damping model, and WD = 

without damping, i.e., 𝜉 = 0) 

n.nn: damping ratio in terms of percent (i.e., 100𝜉) 

 
Table 12 Features of the simulation code and input parameters of Samples A and B 

Computation Code ELLIPSE3D 

Particle Shape Ellipsoid 

Contact Laws Simplified Hertz-Mindlin 

Boundary Conditions Periodic 

Aspect Ratios of Sample (Cuboid) 1, 1, 1 

Sample Preparation Approach Automatic Three-Phase Method 

Initial Stress State of Samples 𝜎11 = 𝜎22 = 𝜎33 = 390 kPa 

Poisson’s Ratio (𝜈) 0.3 
Inter-particle Friction Coefficient in Shrinkage Phase 

of Sample Preparation (𝜇0) 0.2 

Inter-Particle Friction Coefficient in Loading Stage (𝜇) 0.5 

Time Step Ratio (𝑐𝑡) 0.32 

Density, 𝜌 (mg/mm3) 2.65 

Elastic Modulus, 𝐸, (mN/mm2) 7.8 × 107 
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5.5. Interpretation of the Numerical Test Results 

Comparison of the UFR and 𝐼𝑀𝑜𝑚 values using the data in Table 50 of Appendix 8 

indicates that the two indices yield values close to each other and show similar trends 

with changes of damping ratio, 𝜉, and the dimensionless strain rate, 𝜀′; that is, when UFR 

increases, 𝐼𝑀𝑜𝑚 increases and vice versa. For example, for a specific sample with a 

specific damping ratio using the same damping model, an increase of the shearing rate 

increases both indices. Altogether, the values of the two indices are very close for the 

models with Sample A, whereas 𝐼𝑀𝑜𝑚 yields smaller values for the models with Sample 

B (2 to 3 times smaller) with respect to the values of the UFR. In Fig. 19 where the UFR 

and moment index of two sample models are shown, the two indices exhibit the same 

pattern. 

 

 
Fig. 19 Evolution of UFR and moment index with the applied strain for two sample models 
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Fig. 20 shows the moment index values that were obtained for Sample A with the old 

damping model and different damping ratios at different loading speeds. It is evident that 

at every dimensionless strain rate, with the increase of the damping ratio from 0, the 

index value decreases from its value at 𝜉 = 0 to a minimum value specific to that strain 

rate. This minimum value of the damping ratio is called the optimum damping ratio, 𝜉𝑜𝑝𝑡. 

From this point on, with further increase of the damping ratio, the moment index 

increases. It indicates that 𝜉 = 𝜉𝑜𝑝𝑡 is the best damping ratio value to maintain the 

equilibrium state in the assembly. 

The existence of an optimum damping value for each loading speed is also observed 

for Sample B with the old damping model, as illustrated in Fig. 21. As shown in Fig. 22 

and Fig. 23, the same applies to Samples A and B, respectively, with the new damping 

model. In addition, in Fig. 20, Fig. 21, Fig. 22, and Fig. 23, the optimum damping ratio 

for each loading speed was determined by fitting a smooth curve to the data points, and 

the index values were interpolated at the optimum damping points. The optimum 

damping ratios for Samples A and B at different loading speeds and using the 

conventional and the size-dependent mass-damping models based on the moment index 

have been collected in Fig. 24. 

Fig. 24 indicates that at low deformation rates that suit the quasi-static regime, the 

optimum damping ratios for Samples A and B using the new damping model are about 

0.5% and 0.4%, respectively, whereas using the old damping model for Samples A and B 

at low speeds, the optimum damping ratios are about 0.25% to 0.35%. It was learned that 

the value of the optimum damping ratio depends on the particle size distribution, and this 
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agrees with the results of Zhou et al. (2016) from the experimental tests. With the old 

damping model, a wider PSD required less damping, whereas a narrower PSD required a 

higher damping ratio. Using the new damping model, conversely, a higher damping ratio 

is required for a narrow PSD, and a lower damping ratio is needed for a wide PSD; thus, 

the damping model affects the choice of damping ratio. 

 
Fig. 20 Moment index for Sample A with old damping model and different damping ratios at 

different dimensionless strain rates (log–log scale) 

 
 

 



www.manaraa.com

 

99 
 

Fig. 21 Moment index for Sample B with old damping model and different damping ratios at 
different dimensionless strain rates (log–log scale) 

 

 
Fig. 22 Moment index for Sample A with new damping model and different damping ratios at 

different dimensionless strain rates (log–log scale) 

 
 
 

 
Fig. 23 Moment index for Sample B with new damping model and different damping ratios at 

different dimensionless strain rates (log–log scale) 
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Fig. 24 Optimum damping ratios of Samples A and B versus dimensionless strain rate using old 

and new damping models based on moment index (semi-log scale) 
(Connecting lines are drawn for visibility) 

 

Moreover, it was known that the optimum damping ratio value is almost independent 

of the strain rate at lower strain rates for the new damping model. Using the old damping 

model, Sample B, which has a narrower PSD (a lower particle size disparity), mostly 

needs the same damping ratio at different loading speeds, whereas Sample A needs more 

damping at lower loading speeds. Furthermore, for Sample B, which has particle sizes 

within a narrow range, the optimum damping ratios at different strain rates are close for 

the new and the old damping models, as expected. 

In Fig. 20, Fig. 21, Fig. 22, and Fig. 23, it is evident that at lower strain rates, 𝐼𝑀𝑜𝑚 

values grow faster about the optimum damping ratio noticing the log scale. Therefore, it 

is important to pick an appropriate damping ratio in quasi-static simulations where a 

relatively low strain rate is applied. 

For comparison, Fig. 25 displays the UFR values versus the various damping ratios 
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for Sample A at different deformation rates using the new damping model. As mentioned 

before, a very high degree of similarity is observed between the moment index and the 

unbalanced force ratio, qualitatively and quantitatively. Alternatively, the optimum 

damping ratio value can be determined based on UFR, as shown in Fig. 26. It is evident 

that the optimum damping values, which are calculated based on the UFR and 𝐼𝑀𝑜𝑚, are 

very close, especially at the lower strain rates usually intended for maintaining the quasi-

static conditions. 

 
 
 

 
Fig. 25 Unbalanced force ratio for Sample A with new damping model and different damping 

ratios at different dimensionless strain rates (log–log scale) 
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Fig. 26 Optimum damping ratios of Samples A and B versus dimensionless strain rate using old 

and new damping models based on unbalanced force ratio (semi-log scale) 
(Connecting lines are drawn for visibility) 

 
 

Fig. 27, Fig. 28, Fig. 29, and Fig. 30 display the kinetic energy of Samples A and B 

versus the damping ratio for the models with the old and new damping systems at 

different dimensionless strain rates. The kinetic energy, 𝐸𝐾𝑖𝑛, was calculated by summing 

up the translational and the rotational kinetic energies of all of the particles in each 

sample. It is observed that as 𝜀′ increases, 𝐸𝐾𝑖𝑛 increases in all of the models. On the 

other hand, 𝐸𝐾𝑖𝑛 decreases with the increase of 𝜉. There is no change in the trend of 

kinetic energy at 𝜉 = 𝜉𝑜𝑝𝑡. Therefore, EKin does not provide any information about the 

equilibrium state of the models. 
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Fig. 27 Kinetic energy of models versus damping ratio with old damping model at different 

dimensionless loading rates for Sample A (log–log scale) 

 
 
 

 
Fig. 28 Kinetic energy of models versus damping ratio with new damping model at different 

dimensionless loading rates for Sample A (log–log scale) 

 
 



www.manaraa.com

 

104 
 

 
Fig. 29 Kinetic energy of models versus damping ratio with old damping model at different 

loading rates for Sample B (log–log scale) 

 

 
Fig. 30 Kinetic energy of models versus damping ratio with new damping model at different 

dimensionless loading rates for Sample B (log–log scale) 

 

In Fig. 31, Fig. 32, Fig. 33, and Fig. 34, the variation of the inertia index with 

damping ratio using the old and the new damping models are presented for Samples A 

and B at different dimensionless strain rates. As expected, the moment index and the 

inertia index have the same values at zero damping ratio. As the damping ratio increases 
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at each dimensionless strain rate, the inertia index decreases monotonically. With the 

increase of the strain rate, the inertia index increases. Hence, the trends observed for the 

inertia index are similar to those of the kinetic energy, and no information is provided 

about the optimum damping ratio by the inertia index either. Furthermore, the inertia 

index in all cases has a value less than the moment index. Therefore, by monitoring the 

moment index and keeping it small, one can ensure than the inertia index is small as well. 

 

 

 
Fig. 31 Inertia index of models versus damping ratio with old damping model at different 

dimensionless loading rates for Sample A (log–log scale) 
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Fig. 32 Inertia index of models versus damping ratio with old damping model at different 

dimensionless loading rates for Sample B (log–log scale) 

 
 
 

 
Fig. 33 Inertia index of models versus damping ratio with new damping model at different 

dimensionless loading rates for Sample A (log–log scale) 
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Fig. 34 Inertia index of models versus damping ratio with new damping model at different 

dimensionless loading rates for Sample B (log–log scale) 

Fig. 35 shows the moment index values at the optimum damping ratios versus the 

dimensionless strain rates for Samples A and B using the old and new damping models. 

Strong linear relationships can be interpreted in the log–log scale (i.e., power fit in 

normal scales) between 𝐼𝑀𝑜𝑚 and 𝜀′ at 𝜉 = 𝜉𝑜𝑝𝑡 for Samples A and B using the old and 

the new damping models. This equation is still in effect for 𝜉 > 𝜉𝑜𝑝𝑡. However, for 

𝜉 < 𝜉𝑜𝑝𝑡, the linear relationship is not valid. It is clear that the moment index increases 

with the increase of the dimensionless strain rate. Moreover, in Fig. 35, it is evident that 

the moment index values for Sample B at different strain rates are almost identical using 

the old and new damping models as expected because of the lower particle size 

differences. However, the moment index values at 𝜉 = 𝜉𝑜𝑝𝑡 for Sample A using the old 

and new damping models at different loading speeds differ. The new damping model 

results in a lower moment index for Sample A, indicating that the performance of the new 

damping model was better than that of the old damping model in preserving the 

equilibrium state where the particle-size disparity is high. 
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Fig. 35 Moment index at 𝜉 = 𝜉𝑜𝑝𝑡 for Samples A and B using old and new damping models at 

different dimensionless loading rates (log–log scale) 

 
We defined quasi-static dimensionless strain rate, 𝜀𝑄𝑆′ , as the highest dimensionless 

strain rate above which the quasi-static condition is violated. To have the quasi-static 

condition fulfilled, the loading rate has to be small so that no large inertial forces can 

build up in the model. It is important to determine the largest strain rate at which the 

quasi-static condition can be maintained so that one can perform the simulation in the 

shortest runtime possible. According to Eq. (28) in Chapter 3, the out-of-balance force of 

each particle in every direction is equal to the sum of the inertial force and the damping 

force of the particle in that direction. By monitoring the unbalanced forces of the 

particles, one needs to ensure that the inertial forces are relatively small when they are 

compared to the contact forces of particles. Alternatively, the unbalanced moments of 

particles can be examined. For this purpose, we monitor the value of the moment index. 

We assume that the quasi-static condition is maintained if 𝐼𝑚𝑜𝑚 ≤ 0.1%. Hence, we 

define 𝜀𝑄𝑆′  as the strain rate corresponding to 𝐼𝑀𝑜𝑚 = 0.1%. 
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Since there is a strong correlation between 𝐼𝑀𝑜𝑚 and 𝜀𝑄𝑆′  when 𝜉 = 𝜉𝑜𝑝𝑡, we can 

calculate 𝜀𝑄𝑆′  from this relationship by letting 𝐼𝑀𝑜𝑚 = 0.1%. In this way, the quasi-static 

strain rates of Samples A and B with the old and new damping models are calculated and 

shown in Table 13. Apparently, 𝜀𝑄𝑆′  is almost equal for Sample B with the old and new 

damping models. This was expected because the particles of Sample B are distributed in 

a narrow size range, and thus the new size-dependent damping model cannot make a big 

difference. However, the quasi-static strain rate for Sample A with the new damping 

model is 2.35 times of the quasi-static strain rate with the old damping model. This 

means that where using the old damping model, the required runtime to perform a 

simulation on Sample A is 23.5 days, for example, to keep the moment index below 

0.1%, the same can be accomplished in 10 days using the new damping model. This is a 

significant improvement over the conventional mass-damping model for speeding up the 

DEM simulations when the sample contains particles with a large size disparity. In 

addition, it is evident that the size disparity has an adverse effect on 𝜀𝑄𝑆′  with both 

damping models, because Sample A with a large size disparity has a smaller 𝜀𝑄𝑆′  than 

Sample B with small size disparity. 

 

Table 13 Quasi-static strain rates and optimum damping ratios of Samples A and B with old and 
new damping models 

Sample Damping Model 𝝃𝒐𝒑𝒕 𝜺𝑸𝑺′  Relative 
Improvement 

A OD 0.23% 4.38 × 10−8 1 
A ND 0.51% 1.03 × 10−7 2.35 
B OD 0.34% 5.46 × 10−7 1 
B ND 0.40% 5.42 × 10−7 0.99 
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It was aimed to compare the responses of Sample A obtained using the old and new 

damping models with the optimum damping ratios at quasi-static strain rates that were 

determined with each damping models, separately, i.e., Models A-QS-OD-OPT and A-

QS-ND-OPT, respectively. The damping ratios and the dimensionless strain rates of the 

two models are shown in Table 14. Note that the model A-QS-ND-OPT already existed 

in the database, so only A-QS-ND-OPT was simulated. 

 

Table 14 Strain rates and damping ratios for models of Sample A with old and new damping 
models selected for comparison 

Model 𝜺′ 𝝃 

A-QS-OD-OPT 4 × 10−8  0.25% 
A-QS-ND-OPT 1 × 10−7 0.50% 

 

Fig. 36 and Fig. 37 show the friction angle and the volumetric strain of the two 

models that evolved with the applied strain where very close behavioral curves are 

observed for the two models. Therefore, using the new size dependent mass-damping 

model reproduces the response obtained using the old damping model, but in less 

runtime. 

In Fig. 38, the variations of the peak friction angles of models with the dimensionless 

strain rate are shown for four sample models, A-OD-0.20, A-ND-0.50, B-OD-0.30, and 

B-ND-0.40. It is clear that the friction angles of the assemblies increase as the 

dimensionless strain rate increases in all of the models with a constant damping ratio. 

Moreover, as shown in Fig. 39, Fig. 40, Fig. 41, and Fig. 42, 𝜙𝑃𝑒𝑎𝑘 of Samples A and B 

with both of the damping models increases with the increase of the damping ratio. The 
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increase is more noticeable for the models that were subjected to higher deformation 

rates. Furthermore, the variation of the strength parameter, 𝜙𝑃𝑒𝑎𝑘, with 𝜉𝜀′ values in 

semi-log scales is shown for Samples A and B with the old and the new damping models 

in Fig. 43, Fig. 44, Fig. 45, and Fig. 46. It is evident that, at low 𝜉𝜀′ values, 𝜙𝑃𝑒𝑎𝑘 is 

almost constant as 𝜉𝜀′ increases, 𝜙𝑃𝑒𝑎𝑘 increases. With further increases of 𝜉𝜀′, the 

increase of 𝜙𝑃𝑒𝑎𝑘 accelerates more. Interestingly, the increase of 𝜙𝑃𝑒𝑎𝑘 with the increase 

of 𝜉𝜀′ occurs monotonically, indicating that the increase of 𝜙𝑃𝑒𝑎𝑘 with the increase of 𝜉 

and the increase of 𝜙𝑃𝑒𝑎𝑘 with the increase of 𝜀′ occurs at the same rate. Therefore, it is 

concluded that 𝜙𝑃𝑒𝑎𝑘 is a function of 𝜉𝜀′. 

 

 
Fig. 36 Friction angle evolved with applied strain for Sample A with old and new damping 

models with optimum damping ratio at quasi-static strain rates 
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Fig. 37 Volumetric strain evolved with applied strain for Sample A with old and new damping 

models with optimum damping ratio at quasi-static strain rates 

 

 

 
Fig. 38 Friction angle versus dimensionless strain rate for Samples A and B with old and new 
damping models with damping ratios close to the optimum damping ratios (semi-log scale) 
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Fig. 39 Friction angle for Sample A with old damping model versus various damping ratio values 

at different dimensionless strain rates (semi-log scale) 

 
 
 
 

 
Fig. 40 Friction angle for Sample A with new damping model versus various damping ratio 

values at different dimensionless strain rates (semi-log scale) 
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Fig. 41 Friction angle for Sample B with old damping model versus various damping ratio values 

at different dimensionless strain rates (semi-log scale) 

 
 
 
 

 
Fig. 42 Friction angle for Sample B with new damping model versus various damping ratio 

values at different dimensionless strain rates (semi-log scale) 
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Fig. 43 Friction angle for Sample A with old damping model versus various values of product of 

damping ratio and dimensionless strain rate (semi-log scale) 

 
 
 
 

 
Fig. 44 Friction angle for Sample A with new damping model versus various values of product of 

damping ratio and dimensionless strain rate (semi-log scale) 
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Fig. 45 Friction angle for Sample B with old damping model versus various values of product of 

damping ratio and dimensionless strain rate (semi-log scale) 

 
 
 
 

 
Fig. 46 Friction angle for Sample B with new damping model versus various values of product of 

damping ratio and dimensionless strain rate (semi-log scale) 

 
𝐼𝑀𝑜𝑚 is also a function of 𝜉𝜀′. This is evident in Fig. 47, Fig. 48, Fig. 49, and Fig. 

50. In these figures the data points of the models with 𝜉 ≥ 𝜉𝑜𝑝𝑡 are marked with circles. 
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Fig. 47 Moment index for Sample A with old damping model versus values of product of 

damping ratio and dimensionless strain rate (log-log scale) 

 
 
 
 
 

 
Fig. 48 Moment index for Sample A with new damping model versus values of product of 

damping ratio and dimensionless strain rate (log-log scale) 
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Fig. 49  Moment index for Sample B with old damping model versus values of product of 

damping ratio and dimensionless strain rate (log-log scale) 

 
 

 
Fig. 50 Moment index for Sample B with new damping model versus values of product of 

damping ratio and dimensionless strain rate (log-log scale) 

 

In Fig. 51, Fig. 52, Fig. 53, and Fig. 54, the variation of tan𝜙𝑃𝑒𝑎𝑘 is shown versus 

the moment index. In this figure the data points of the models which have a damping 

ratio higher than the optimum damping ratio are marked with circles. It is evident that 

when the damping ratio is less than the optimum damping ratio the peak friction angle is 

lower and the moment index value is significantly higher. This applies to both samples 
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with both damping models at any strain rate. Moreover, it is observed that for the data 

points associated with models with 𝜉 ≥ 𝜉𝑜𝑝𝑡 and any strain rate the locus of the points is 

a straight line that can be described in the following form. 

 tan𝜙 = tan𝜙𝑄𝑆 + 𝑘. 𝐼𝑀𝑜𝑚 (69) 

da Cruz et al. (2005) in 2D simulations of the direct shear test using discs observed a 

similar relationship that is between the friction coefficient of the samples, 𝜇 = 𝜏
𝜎
 (𝜏 and 𝜎 

are shear and normal stress values at the shear surface, respectively), and the inertial 

number, 𝐼, in the form of 𝜇 = 𝜇0 + 𝐾. 𝐼 where 𝜇0 is the minimum value of the friction 

coefficient that occurs in quasi-static conditions. A definition for the inertial number can 

be found in Chapter 2. A relationship similar to the latter equation was also reported by 

Kuwano et al. (2013) from experimental tests on both spherically and angularly shaped 

quartz particles. 

By letting 𝐼𝑀𝑜𝑚 = 0 in Eq. (70) one gets 𝜙 = 𝜙𝑄𝑆. Since the imbalance is almost 

zero at 𝜙 = 𝜙𝑄𝑆, 𝜙𝑄𝑆 is called quasi-static peak friction angle. If 𝐼𝑀𝑜𝑚 > 0 and 𝜉 > 𝜉𝑜𝑝𝑡, 

the value obtained for the peak friction angle is higher than 𝜙𝑄𝑆, else if 𝐼𝑀𝑜𝑚 > 0 and 

𝜉 < 𝜉𝑜𝑝𝑡, the value obtained for the peak friction angle is lower than 𝜙𝑄𝑆, and thus it is 

incorrect. 
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Fig. 51 Peak friction coefficient of assembly versus moment index for Sample A with old 

damping model at different dimensionless strain rates 

 
 
 
 

 
Fig. 52 Peak friction coefficient of assembly versus moment index for Sample A with new 

damping model at different dimensionless strain rates 
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Fig. 53 Peak friction coefficient of assembly versus moment index for Sample B with old 

damping model at different dimensionless strain rates 

 

 
Fig. 54 Peak friction coefficient of assembly versus moment index for Sample B with new 

damping model at different dimensionless strain rates 

Usually, the quasi-static strain-rate limit is significantly small and leads to long 

simulation runtimes. If the peak friction coefficient of an assembly of particles is aimed 

to be determined at quasi-static conditions, instead of the application of the quasi-static 

strain rate to the model, one can alternatively run several simulations in drained 

conditions with different damping ratios with a certain strain rate selected significantly 

higher than the quasi-static strain rate. Then, the optimum damping ratio is determined at 
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that strain rate. After that, a straight line can be passed through the data points of 

𝜉 ≥ 𝜉𝑜𝑝𝑡 in the chart of tan𝜙𝑃𝑒𝑎𝑘 versus 𝐼𝑀𝑜𝑚. By letting 𝐼𝑀𝑜𝑚 = 0 in the equation of 

this line, the intercept value is obtained that is the “quasi-static” peak friction coefficient. 

For example, this procedure was followed for A-OD and A-ND models with 

𝜀′ = 10−6 , and for B-OD and B-ND models with 𝜀′ = 10−5. These dimensionless strain 

rate values are significantly higher than 𝜀𝑄𝑆′  values of the models presented in Table 13. 

The approximated peak friction angles – shown in Table 15 next to the values that were 

directly obtained from the simulations – indicate a remarkable accuracy that is sufficient 

for practical uses. 

Table 15 Approximate friction angle of Samples A and B at quasi-static strain rates using old and 
new damping models with optimum damping ratios and the values from independent simulations 

 
φQS (degree) 

 Model Test Approx. Error 
A-OD 26.5 26.6 0.4% 
A-ND 26.0 26.6 2.3% 
B-OD 23.2 23.3 0.4% 
B-ND 22.9 23.2 1.3% 

 

In the second series of the numerical tests in Chapter 3, it was observed that when 

𝜉𝜀′ was equal for the models made from a sample that were subjected to the undrained 

loading conditions with different 𝜉 and 𝜀′ values, the obtained mechanical behaviors of 

the models were the same. However, it was emphasized that the observation was limited 

to a certain range of the parameters. Here, it is aimed to track the same phenomenon for 

the models in this chapter under the drained loading conditions. The data in Table 50 are 

reorganized, by bundling the samples with equal 𝜉𝜀′ values in the same groups, and 

presented in Table 16, Table 17, Table 18, and Table 19. The highlighted rows indicate 
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the models with 𝜉 ≥ 𝜉𝑜𝑝𝑡 in each group. Evidently, the highlighted models in each group 

exhibit the same behavior as indicated by comparing 𝜙𝑚𝑎𝑥, 𝜀𝑃𝑒𝑎𝑘, and 𝐼𝑀𝑜𝑚 values in the 

table.  

Table 16 List of models with equal 𝜉𝜀′ value for Sample A with old damping model. Highlighted 
rows indicate models with damping ratios greater than or equal to the optimum damping ratio. 

ξε' Model ξopt ξ ε' φmax εPeak IMom UFR Ekin (µJ) Ekin/ε'2 (µJ) 

0E+00 

A5-WD-0.00 0.137% 0.00% 1E-05 28.54 0.24% 17.466% 5.074% 5.32E+05 5.32E+15 

A6-WD-0.00 0.160% 0.00% 1E-06 22.66 0.84% 6.361% 1.421% 2.53E+04 2.53E+16 

A7-WD-0.00 0.220% 0.00% 1E-07 19.13 1.00% 4.770% 0.839% 2.02E+03 2.02E+17 

A8-WD-0.00 0.261% 0.00% 1E-08 20.52 10.00% 4.481% 0.642% 9.04E+02 9.04E+18 

5E-11 
A7-OD-0.05 0.220% 0.05% 1E-07 25.38 2.16% 0.753% 0.352% 3.29E+02 3.29E+16 

A8-OD-0.50 0.261% 0.50% 1E-08 26.91 2.44% 0.049% 0.038% 1.56E+00 1.56E+16 

1E-10 
A7-OD-0.10 0.220% 0.10% 1E-07 26.21 2.48% 0.276% 0.226% 1.92E+02 1.92E+16 

A8-OD-1.00 0.261% 1.00% 1E-08 26.90 1.88% 0.093% 0.074% 1.15E+00 1.15E+16 

2E-10 
A7-OD-0.20* 0.220% 0.20% 1E-07 27.35 2.28% 0.219% 0.197% 1.12E+02 1.12E+16 

A8-OD-2.00 0.261% 2.00% 1E-08 26.98 2.12% 0.171% 0.139% 9.12E-01 9.12E+15 

5E-10 

A6-OD-0.05 0.160% 0.05% 1E-06 26.68 2.40% 2.074% 0.961% 7.88E+03 7.88E+15 

A7-OD-0.50 0.220% 0.50% 1E-07 26.93 2.12% 0.392% 0.329% 6.80E+01 6.80E+15 

A8-OD-5.00 0.261% 5.00% 1E-08 27.23 1.92% 0.378% 0.322% 6.43E-01 6.43E+15 

1E-09 
A6-OD-0.10 0.160% 0.10% 1E-06 28.27 2.24% 1.494% 1.051% 5.58E+03 5.58E+15 

A7-OD-1.00 0.220% 1.00% 1E-07 28.59 2.16% 0.673% 0.578% 5.00E+01 5.00E+15 

2E-09 
A6-OD-0.20 0.160% 0.20% 1E-06 28.98 2.44% 1.214% 1.066% 3.72E+03 3.72E+15 

A7-OD-2.00 0.220% 2.00% 1E-07 29.19 2.24% 1.163% 1.034% 3.80E+01 3.80E+15 

5E-09 

A5-OD-0.05 0.137% 0.05% 1E-05 30.52 2.32% 8.114% 3.039% 2.33E+05 2.33E+15 

A6-OD-0.50 0.160% 0.50% 1E-06 30.57 2.16% 2.263% 2.043% 2.43E+03 2.43E+15 

A7-OD-5.00 0.220% 5.00% 1E-07 30.67 2.04% 2.204% 2.067% 2.35E+01 2.35E+15 

1E-08 
A5-OD-0.10 0.137% 0.10% 1E-05 33.08 1.92% 5.864% 3.220% 1.78E+05 1.78E+15 

A6-OD-1.00 0.160% 1.00% 1E-06 32.94 1.92% 3.500% 3.314% 1.67E+03 1.67E+15 

2E-08 
A5-OD-0.20 0.137% 0.20% 1E-05 36.17 2.12% 5.947% 4.650% 1.25E+05 1.25E+15 

A6-OD-2.00 0.160% 2.00% 1E-06 35.92 2.04% 5.501% 5.252% 1.24E+03 1.24E+15 

5E-08 
A5-OD-0.50 0.137% 0.50% 1E-05 41.15 2.28% 8.894% 8.457% 8.10E+04 8.10E+14 

A6-OD-5.00 0.160% 5.00% 1E-06 41.00 2.28% 8.837% 8.601% 7.99E+02 7.99E+14 

*𝜉 ≥ 𝜉𝑜𝑝𝑡 is approximately fulfilled. 
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Table 17 List of models with equal 𝜉𝜀′ value for Sample A with new damping model. 
Highlighted rows indicate models with damping ratios greater than or equal to the optimum 

damping ratio. 

ξε' Model ξopt ξ ε' φmax εPeak IMom UFR Ekin (µJ) Ekin/ε'2 (µJ) 

0E+00 

A5-WD-0.00 0.54% 0.00% 1.E-05 28.54 0.24% 17.466% 5.074% 5.32E+05 5.32E+15 

A6-WD-0.00 0.50% 0.00% 1.E-06 22.66 0.84% 6.361% 1.421% 2.53E+04 2.53E+16 

A7-WD-0.00 0.51% 0.00% 1.E-07 19.13 1.00% 4.770% 0.839% 2.02E+03 2.02E+17 

A8-WD-0.00 0.53% 0.00% 1.E-08 20.52 10.00% 4.481% 0.642% 9.04E+02 9.04E+18 

5E-11 
A7-ND-0.05 0.51% 0.05% 1.E-07 25.20 1.92% 1.990% 0.659% 6.44E+02 6.44E+16 

A8-ND-0.50 0.53% 0.50% 1.E-08 25.56 1.96% 0.015% 0.014% 2.33E+00 2.33E+16 

1E-10 
A7-ND-0.10 0.51% 0.10% 1.E-07 25.64 0.76% 1.126% 0.515% 4.03E+02 4.03E+16 

A8-ND-1.00 0.53% 1.00% 1.E-08 26.50 2.68% 0.020% 0.021% 1.55E+00 1.55E+16 

2E-10 
A7-ND-0.20 0.51% 0.20% 1.E-07 26.12 2.36% 0.528% 0.386% 2.53E+02 2.53E+16 

A8-ND-2.00 0.53% 2.00% 1.E-08 26.34 2.52% 0.038% 0.039% 1.30E+00 1.30E+16 

5E-10 

A6-ND-0.05 0.50% 0.05% 1.E-06 25.35 1.72% 3.702% 1.369% 1.22E+04 1.22E+16 

A7-ND-0.50* 0.51% 0.50% 1.E-07 27.05 2.28% 0.094% 0.103% 9.49E+01 9.49E+15 

A8-ND-5.00 0.53% 5.00% 1.E-08 26.74 2.52% 0.092% 0.101% 1.11E+00 1.11E+16 

1E-09 
A6-ND-0.10 0.50% 0.10% 1.E-06 25.87 1.84% 2.811% 1.357% 9.68E+03 9.68E+15 

A7-ND-1.00 0.51% 1.00% 1.E-07 27.28 1.88% 0.162% 0.178% 7.51E+01 7.51E+15 

2E-09 
A6-ND-0.20 0.50% 0.20% 1.E-06 26.95 2.40% 1.492% 1.124% 6.98E+03 6.98E+15 

A7-ND-2.00 0.51% 2.00% 1.E-07 27.83 2.24% 0.294% 0.343% 6.20E+01 6.20E+15 

5E-09 

A5-ND-0.05 0.54% 0.05% 1.E-05 29.49 0.24% 13.801% 4.832% 3.49E+05 3.49E+15 

A6-ND-0.50 0.50% 0.50% 1.E-06 28.16 2.28% 0.713% 0.785% 4.26E+03 4.26E+15 

A7-ND-5.00 0.51% 5.00% 1.E-07 28.23 2.24% 0.613% 0.714% 4.18E+01 4.18E+15 

1E-08 
A5-ND-0.10 0.54% 0.10% 1.E-05 29.73 0.24% 10.750% 4.983% 3.02E+05 3.02E+15 

A6-ND-1.00 0.50% 1.00% 1.E-06 29.16 2.36% 1.039% 1.250% 3.14E+03 3.14E+15 

2E-08 
A5-ND-0.20 0.54% 0.20% 1.E-05 30.98 1.80% 7.216% 5.246% 2.32E+05 2.32E+15 

A6-ND-2.00 0.50% 2.00% 1.E-06 30.66 1.96% 1.701% 2.056% 2.24E+03 2.24E+15 

5E-08 
A5-ND-0.50* 0.54% 0.50% 1.E-05 34.51 2.12% 4.311% 4.786% 1.53E+05 1.53E+15 

A6-ND-5.00 0.50% 5.00% 1.E-06 33.99 2.04% 3.125% 3.812% 1.51E+03 1.51E+15 

*𝜉 ≥ 𝜉𝑜𝑝𝑡 is approximately fulfilled. 
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Table 18 List of models with equal 𝜉𝜀′ value for Sample B with old damping model. Highlighted 
rows indicate models with damping ratios greater than or equal to the optimum damping ratio. 

ξε' Model ξopt ξ ε' φmax εPeak IMom UFR Ekin (µJ) Ekin/ε'2 (µJ) 

0E+00 

B5-WD-0.00 0.44% 0.00% 1.E-05 22.55 3.32% 6.908% 17.187% 1.63E+06 1.63E+16 

B6-WD-0.00 0.34% 0.00% 1.E-06 22.16 6.60% 2.017% 4.603% 4.61E+04 4.61E+16 

B7-WD-0.00 0.33% 0.00% 1.E-07 21.93 1.12% 1.492% 2.744% 3.57E+03 3.57E+17 

B8-WD-0.00 0.34% 0.00% 1.E-08 21.35 9.16% 7.242% 17.083% 3.30E+04 3.30E+20 

5E-11 
B7-OD-0.05 0.33% 0.05% 1.E-07 22.65 2.52% 0.247% 0.559% 6.16E+02 6.16E+16 

B8-OD-0.50 0.34% 0.50% 1.E-08 23.06 4.12% 0.002% 0.006% 2.67E+00 2.67E+16 

1E-10 
B7-OD-0.10 0.33% 0.10% 1.E-07 22.93 2.40% 0.099% 0.245% 4.38E+02 4.38E+16 

B8-OD-1.00 0.34% 1.00% 1.E-08 23.00 3.48% 0.005% 0.012% 2.56E+00 2.56E+16 

2E-10 
B7-OD-0.20 0.33% 0.20% 1.E-07 22.88 3.60% 0.037% 0.094% 3.20E+02 3.20E+16 

B8-OD-2.00 0.34% 2.00% 1.E-08 22.82 5.08% 0.010% 0.024% 2.52E+00 2.52E+16 

5E-10 

B6-OD-0.05 0.34% 0.05% 1.E-06 22.70 5.04% 0.957% 2.409% 2.94E+04 2.94E+16 

B7-OD-0.50 0.33% 0.50% 1.E-07 23.09 3.52% 0.025% 0.062% 2.17E+02 2.17E+16 

B8-OD-5.00 0.34% 5.00% 1.E-08 22.92 5.60% 0.024% 0.059% 2.17E+00 2.17E+16 

1E-09 
B6-OD-0.10 0.34% 0.10% 1.E-06 22.96 3.12% 0.574% 1.488% 2.33E+04 2.33E+16 

B7-OD-1.00 0.33% 1.00% 1.E-07 22.95 2.00% 0.047% 0.116% 1.85E+02 1.85E+16 

2E-09 
B6-OD-0.20 0.34% 0.20% 1.E-06 23.16 2.52% 0.275% 0.697% 1.84E+04 1.84E+16 

B7-OD-2.00 0.33% 2.00% 1.E-07 23.41 3.40% 0.089% 0.220% 1.59E+02 1.59E+16 

5E-09 

B5-OD-0.05 0.44% 0.05% 1.E-05 23.20 3.24% 5.029% 12.793% 1.29E+06 1.29E+16 

B6-OD-0.50 0.34% 0.50% 1.E-06 23.60 3.88% 0.219% 0.535% 1.32E+04 1.32E+16 

B7-OD-5.00 0.33% 5.00% 1.E-07 23.90 3.20% 0.205% 0.502% 1.28E+02 1.28E+16 

1E-08 
B5-OD-0.10 0.44% 0.10% 1.E-05 24.02 3.56% 3.846% 9.919% 1.13E+06 1.13E+16 

B6-OD-1.00 0.34% 1.00% 1.E-06 23.98 2.60% 0.381% 0.930% 1.08E+04 1.08E+16 

2E-08 
B5-OD-0.20 0.44% 0.20% 1.E-05 24.79 3.44% 2.411% 6.231% 9.05E+05 9.05E+15 

B6-OD-2.00 0.34% 2.00% 1.E-06 25.19 4.04% 0.671% 1.640% 8.57E+03 8.57E+15 

5E-08 
B5-OD-0.50 0.44% 0.50% 1.E-05 26.74 3.36% 1.610% 3.938% 6.28E+05 6.28E+15 

B6-OD-5.00 0.34% 5.00% 1.E-06 26.56 3.00% 1.361% 3.332% 6.08E+03 6.08E+15 
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Table 19 List of models with equal 𝜉𝜀′ value for Sample B with new damping model. 
Highlighted rows indicate models with damping ratios greater than or equal to the optimum 

damping ratio. 

ξε' Model ξopt ξ ε' φmax εPeak IMom UFR Ekin (µJ) Ekin/ε'2 (µJ) 

0E+00 

B5-WD-0.00 0.52% 0.00% 1.E-05 22.55 3.32% 6.908% 17.187% 1.63E+06 1.63E+16 

B6-WD-0.00 0.40% 0.00% 1.E-06 22.16 6.60% 2.017% 4.603% 4.61E+04 4.61E+16 

B7-WD-0.00 0.40% 0.00% 1.E-07 21.93 1.12% 1.492% 2.744% 3.57E+03 3.57E+17 

B8-WD-0.00 0.41% 0.00% 1.E-08 21.35 9.16% 7.242% 17.083% 3.30E+04 3.30E+20 

5E-11 
B7-ND-0.05 0.40% 0.05% 1.E-07 22.69 3.76% 0.308% 0.647% 6.48E+02 6.48E+16 

B8-ND-0.50 0.41% 0.50% 1.E-08 22.93 3.32% 0.002% 0.005% 2.75E+00 2.75E+16 

1E-10 
B7-ND-0.10 0.40% 0.10% 1.E-07 22.81 3.16% 0.129% 0.306% 5.15E+02 5.15E+16 

B8-ND-1.00 0.41% 1.00% 1.E-08 22.71 3.64% 0.004% 0.010% 2.68E+00 2.68E+16 

2E-10 
B7-ND-0.20 0.40% 0.20% 1.E-07 22.99 4.56% 0.043% 0.108% 3.15E+02 3.15E+16 

B8-ND-2.00 0.41% 2.00% 1.E-08 23.10 2.52% 0.008% 0.021% 2.64E+00 2.64E+16 

5E-10 

B6-ND-0.05 0.40% 0.05% 1.E-06 22.66 3.96% 1.021% 2.563% 2.98E+04 2.98E+16 

B7-ND-0.50 0.40% 0.50% 1.E-07 23.06 4.04% 0.023% 0.057% 2.29E+02 2.29E+16 

B8-ND-5.00 0.41% 5.00% 1.E-08 23.10 3.44% 0.021% 0.051% 2.17E+00 2.17E+16 

1E-09 
B6-ND-0.10 0.40% 0.10% 1.E-06 22.91 3.76% 0.648% 1.682% 2.45E+04 2.45E+16 

B7-ND-1.00 0.40% 1.00% 1.E-07 23.05 2.80% 0.040% 0.100% 1.92E+02 1.92E+16 

2E-09 
B6-ND-0.20 0.40% 0.20% 1.E-06 23.28 4.76% 0.326% 0.838% 1.91E+04 1.91E+16 

B7-ND-2.00 0.40% 2.00% 1.E-07 23.23 3.76% 0.077% 0.190% 1.64E+02 1.64E+16 

5E-09 

B5-ND-0.05 0.52% 0.05% 1.E-05 23.22 3.20% 5.228% 13.277% 1.32E+06 1.32E+16 

B6-ND-0.50 0.40% 0.50% 1.E-06 23.53 2.96% 0.201% 0.493% 1.41E+04 1.41E+16 

B7-ND-5.00 0.40% 5.00% 1.E-07 23.66 2.92% 0.177% 0.441% 1.35E+02 1.35E+16 

1E-08 
B5-ND-0.10 0.52% 0.10% 1.E-05 23.58 2.64% 4.110% 10.591% 1.16E+06 1.16E+16 

B6-ND-1.00 0.40% 1.00% 1.E-06 24.05 3.32% 0.329% 0.809% 1.12E+04 1.12E+16 

2E-08 
B5-ND-0.20 0.52% 0.20% 1.E-05 24.48 3.32% 2.717% 7.051% 9.52E+05 9.52E+15 

B6-ND-2.00 0.40% 2.00% 1.E-06 24.75 3.68% 0.586% 1.449% 9.09E+03 9.09E+15 

5E-08 
B5-ND-0.50* 0.52% 0.50% 1.E-05 26.28 4.04% 1.567% 3.888% 6.67E+05 6.67E+15 

B6-ND-5.00 0.40% 5.00% 1.E-06 26.22 3.68% 1.202% 2.959% 6.48E+03 6.48E+15 

*𝜉 ≥ 𝜉𝑜𝑝𝑡 is approximately fulfilled. 
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For example, the responses of Models B5-OD-0.05, B6-OD-0.50, and B7-OD-5.00, 

which have equal 𝜉𝜀′ value of 5 × 10−9, are presented in Fig. 55, Fig. 56, Fig. 57, Fig. 

58, and Fig. 59. Note that for Model B5-OD-0.05, we have 𝜉 < 𝜉𝑜𝑝𝑡, while for Models 

B6-OD-0.50 and B7-OD-5.00 we have 𝜉 > 𝜉𝑜𝑝𝑡. Fig. 55 shows that B6-OD-0.50 and B7-

OD-5.00 produce the same maximum friction angle, while B5-OD-0.05 shows a lower 

peak friction angle. Fig. 56 shows that B6-OD-0.50 and B7-OD-5.00 exhibit almost the 

same volumetric behavior, while B5-OD-0.05 shows less dilative behavior. Fig. 57 

indicates that B6-OD-0.50 and B7-OD-5.00 show the same coordination number whereas 

B5-OD-0.05 shows a lower coordination number. Fig. 58 shows that B5-OD-0.05 has a 

much higher moment index than B6-OD-0.50 and B7-OD-5.00, which exhibit equal 

moment indices. 

In Table 18, it is evident that the kinetic energy is distinctively different for the three 

models. However, Fig. 59 indicates that the normalized kinetic energy values by the 

square of the dimensionless strain rates are virtually the same for the three models, 

implying that in each model, the particle velocities are proportional to the square of the 

dimensionless strain rate of that model with the same coefficient of proportionality. This 

is despite the fact that Model B5-OD-0.05, with a damping ratio less than the optimum 

value, displays a remarkably different behavior from B6-OD-0.50 and B7-OD-5.00. The 

same phenomenon is also observed for the other models belonging to the same group in 

Table 16, Table 17, Table 18, and Table 19 for both samples with both damping models. 
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Fig. 55 Friction angle of models with equal 𝜉𝜀′ values evolved with applied strain. Blue indicates 

the model with 𝜉 < 𝜉𝑜𝑝𝑡; red and green indicate the models with 𝜉 > 𝜉𝑜𝑝𝑡. 

 
 

 
Fig. 56 Volumetric strain of models with equal ξε′ values evolved with applied strain. Blue 

indicates the model with ξ < ξopt; red and green indicate the models with ξ > ξopt. 
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Fig. 57 Coordination number of models with equal 𝜉𝜀′ values evolved with applied strain. Blue 

indicates the model with 𝜉 < 𝜉𝑜𝑝𝑡; red and green indicate the models with 𝜉 > 𝜉𝑜𝑝𝑡. 

 
 

 
Fig. 58 Moment index of models with equal 𝜉𝜀′ values evolved with applied strain. Blue 

indicates the model with 𝜉 < 𝜉𝑜𝑝𝑡; red and green indicate the models with 𝜉 > 𝜉𝑜𝑝𝑡. 
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Fig. 59 Kinetic energy normalized by the squared of the dimensionless strain rate for models with 
equal 𝜉𝜀′ values evolved with applied strain. Blue indicates the model with 𝜉 < 𝜉𝑜𝑝𝑡; red and 

green indicate the models with 𝜉 > 𝜉𝑜𝑝𝑡. 

 
Therefore, it is concluded that two models with equal values of the product of 

damping ratio and dimensionless strain rate produce the same response if they are 

subjected to the damping ratios greater than the optimum damping ratios of each strain 

rate. However, the particle velocities differ in such models; the model with a higher strain 

rate has higher particle velocities, and the normalized particle velocities by the square of 

dimensionless strain rate of each model are the same. Therefore, a model with a 

dimensionless strain rate equal to 𝜀′ and a damping ratio of 𝜉, excessively higher than the 

optimum damping ratio, 𝜉𝑜𝑝𝑡, is equivalent to a model with the optimum damping ratio 

and a higher dimensionless strain rate equal to 𝜉𝜀′/𝜉𝑜𝑝𝑡. On the other hand, a model with 

a damping ratio that is less than the optimum damping ratio results in a worse equilibrium 

state than the model with the optimum damping ratio and a lower strength. Consequently, 
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the determination of the optimum damping ratio in order for the application in DEM 

models is critical, particularly for the quasi-static analyses. 

O’Sullivan (2002) recommended setting the damping to zero during the loading 

stage. In Fig. 60, Fig. 61, Fig. 62, Fig. 63, Fig. 64, and Fig. 65, the responses of Sample A 

with zero and 0.2% damping ratio using the old damping model are shown at a strain rate 

equal to 10−8. Note that 𝜉 = 0.20% is adequately close to the optimum damping ratio of 

this model at 𝜀′ = 10−8, which is 0.23%. Also, the dimensionless strain rate of 10−8 is 

considered quasi-static, since the upper limit of the dimensionless quasi-static strain rate 

for this model is 4.38 × 10−8, as presented in Table 13. Thus, the quasi-static condition 

is maintained in Model A8-OD-0.20, and the response can be regarded as valid. 

 

 
Fig. 60 Friction angle evolved with applied strain for Sample A using old damping model with 

optimum damping and without damping at quasi-static strain rate 
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Fig. 61 Volumetric strain evolved with applied strain for Sample A using old damping model 

with optimum damping and without damping at quasi-static strain rate 

 
 

 
Fig. 62 Moment index evolved with applied strain for Sample A using old damping model with 

optimum damping and without damping at quasi-static strain rate 
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Fig. 63 Kinetic energy evolved with applied strain for Sample A using old damping model with 

optimum damping and without damping at quasi-static strain rate 

 
 

 
Fig. 64 Coordination number evolved with applied strain for Sample A using old damping model 

with optimum damping and without damping at quasi-static strain rate 
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Fig. 65 Idle particles by weight evolved with applied strain for Sample A using old damping 

model with optimum damping and without damping at quasi-static strain rate 

 

It is observed that if 𝜉 = 0 is used, as in Model A8-WD-0.00, the stress-strain 

behavior becomes much softer, 𝜙𝑃𝑒𝑎𝑘 value becomes less than 𝜙𝑄𝑆, 𝐼𝑀𝑜𝑚 value increases 

and the imbalance rises, the volumetric behavior becomes contractive rather than dilative, 

kinetic energy increases as particle velocities increase, the coordination number 

increases, and the ratio of the idle particles by weight increase. Therefore, setting the 

damping ratio to zero is not recommended for non-spherical particles as used in the 

present study. 

 

5.6. Testing the Proposed Damping-Based Approach for Predicting Peak Friction 

coefficient 

Two extra poly-disperse samples of 10,000 particles with different particle size 

distributions − with properties listed in Table 20, Table 21, Table 22, and Table 23 − 

were created to test the ability of the proposed approach to approximately predict the 

“quasi-static” peak friction angle; 18 new simulations were carried out. This approach 
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was presented in Section 5.5. The initial inter-particle friction of 𝜇0 = 0.4 was selected. 

Unlike Samples A and B, Samples C and D are loose, as indicated by the void ratio 

values presented in Table 21. 

 

Table 20 Properties common between Models C and D 

Computation Code ELLIPSE3D 

Particle Shape Ellipsoid 

Aspect Ratio of Particles (𝑅1/𝑅2) 1.20 

Contact Laws Simplified Hertz-Mindlin 

Boundary Conditions Periodic 

Aspect Ratios of Sample (Cuboid) 1, 1, 1 

Sample Preparation Method Automatic Two-Phase Method 

Damping Model Size Dependent Mass Damping 

Number of Particles (np) 10,000 

Density, 𝜌 (mg/mm3) 2.65 

Elastic Modulus (E) (kPa) 7.2 × 107 
Poisson’s Ratio (𝜈) 0.2 

Friction Coefficient in Sample Preparation Stage (µ0),  
Sample Compaction 

0.4 
(Loose sample) 

Inter-Particle Friction Coefficient in Loading Stage (𝜇) 0.5 

Time Step Ratio (𝑐𝑡) 0.32 

Initial Stress State of Samples 𝜎11 = 𝜎22 = 𝜎33 = 288kPa 
Initial Dimensionless Mean Stress (𝜎�𝑚,𝑖𝑛𝑖) −4 × 10−6 

Loading Path Drained 

Final Strain (ε) 50% 
 

 

Table 21 Unique properties of Samples C and D 

Sample Name C D 

Particle Size Distribution (PSD) PSD-C PSD-D 

Initial Void Ratio (𝑒𝑖𝑛𝑖) 0.4987 0.5159 
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Table 22 Particle size distribution of Sample C 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 0.50 0.60 1.06 9234 10% 10% 
2 1.50 1.80 3.19 513 15% 25% 
3 2.50 3.00 5.31 148 20% 45% 
4 3.50 4.20 7.44 67 25% 70% 
5 4.50 5.40 9.56 38 30% 100% 

 

Table 23 Particle size distribution of Sample D 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 0.75 0.90 1.59 7937 23% 23% 
2 1.25 1.50 2.66 1565 21% 44% 
3 2.00 2.40 4.25 364 20% 64% 
4 3.00 3.60 6.38 102 19% 83% 
5 4.25 5.10 9.03 32 17% 100% 

 

In order to estimate the peak friction angle of the assemblies in quasi-static 

conditions, a relatively high dimensionless strain rate of 𝜀′ = 10−6 was selected for both 

samples. Using the size-dependent damping model, different damping ratios ranging from 

0.05% to 10% were applied and the samples were subjected to triaxial loading in drained 

conditions by keeping the lateral stress at 288 kPa. The output data points were acquired 

at every 0.04% strain. The moment index values were averaged from the initial condition 

up to the point associated with the peak friction angle. Applying a relatively high strain of 

50% in the major direction ensured that the maximum friction angle was mobilized in 

each sample.  

The moment index values and peak friction angles obtained for each damping ratio 

are presented in Table 24 and Table 25 for Samples C and D, respectively, and the 
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variation of the moment index with the damping ratio is shown in Fig. 66 and Fig. 67. 

The optimum value for the damping ratio was determined for each sample by 

interpolation and is shown in Table 26. It was observed that the minimum imbalance (in 

terms of the moment index) is achieved at about 𝜉 = 0.5% for both samples, which is 

similar to Models A and B with the new damping model. 

Table 24 Moment index and mobilized friction angle for Sample C with different damping ratios 
at 𝜀′ = 10−6 

ξ 0.05% 0.10% 0.20% 0.40% 0.50% 1.00% 2.00% 5.00% 10.00% 

IMom 5.22% 3.53% 1.88% 1.23% 1.24% 1.79% 2.28% 3.89% 5.64% 

φPeak (degree) 22.47 23.99 22.88 22.90 23.29 24.43 26.27 30.56 34.63 

 

Table 25 Moment index and mobilized friction angle for Sample D with different damping ratios 
at 𝜀′ = 10−6 

ξ 0.05% 0.10% 0.20% 0.40% 0.50% 1.00% 2.00% 5.00% 10.00% 

IMom 3.07% 2.01% 1.14% 0.64% 0.62% 0.84% 1.32% 2.22% 3.34% 

φPeak (degree) 21.18 20.64 21.10 20.90 21.42 22.32 23.61 25.97 29.30 

 

 

 
Fig. 66 Moment index versus damping ratio for Sample C 
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Fig. 67 Moment index versus damping ratio for Sample D 

 

Table 26 Optimum damping ratio for Models C and D at 𝜀′ = 10−6 

Sample ξopt 
C 0.441% 
D 0.509% 

 

The peak friction coefficient of each assembly versus the moment index value is 

shown in Fig. 68 and Fig. 69. The trends observed for Samples C and D are similar to 

those of Samples A and B. For 𝜉 ≥ 𝜉𝑜𝑝𝑡, a straight line was fitted to data points for each 

sample, as shown in Fig. 68 and Fig. 69. The coefficients of determination (𝑅2 values in 

Fig. 68 and Fig. 69) are very close to unity, indicating that the locus of the data points are 

sufficiently close to a straight line. The intercept values of the lines (i.e., tan𝜙 at 

𝐼𝑀𝑜𝑚 = 0) indicate the approximate peak friction coefficients of the samples at quasi-

static strain rates, as presented in Table 30 
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Fig. 68 Peak friction coefficient of assembly versus moment index and interpretation of quasi-
static friction coefficient for Sample C 

 

 
Fig. 69 Peak friction coefficient of assembly versus moment index and interpretation of quasi-

static friction coefficient for Sample D 

 

It should be mentioned that in the first try, the damping ratio was selected in a range 

from 0.05% to 0.8%. The first try was not good, since the data points in the tan𝜙 − 𝐼𝑀𝑜𝑚 

curves were not adequately spaced apart and the line fitting was not successful. 

Therefore, it is important to choose relatively high damping ratios for the purpose of the 

approximation. 
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Moreover, the peak friction angles were determined through a direct approach for 

each model. Samples C and D were subjected to the dimensionless strain rates of 10−5, 

10−6, 10−7, and 10−8 with 𝜉 = 0.5%. The moment index values and peak friction angles 

obtained for each sample at each strain rate are presented in Table 27 and Table 28. 

Table 27 Peak friction angle and moment index values for different strain rates with 𝜉 = 0.5% for 
Sample C 

𝜀′ 10−5 10−6 10−7 10−8 
𝐼𝑀𝑜𝑚 6.118% 1.238% 0.200% 0.024% 

𝜙𝑃𝑒𝑎𝑘 (degree) 31.07 23.29 22.32 21.42 
 

Table 28 Peak friction angle and moment index values for different strain rates with 𝜉 = 0.5% for 
Sample D 

𝜀′ 10−5 10−6 10−7 10−8 
𝐼𝑀𝑜𝑚 2.978% 0.618% 0.084% 0.011% 

𝜙𝑃𝑒𝑎𝑘 (degree) 26.34 21.42 20.68 20.20 
 

The moment index versus dimensionless strain rate is shown in log–log scale in Fig. 

70 and Fig. 71 for Samples C and D. A straight line was fitted to the data points, which is 

equivalent to power curves in the normal scales. The dimensionless quasi-static strain 

rates were determined for each sample based on the 𝐼𝑀𝑜𝑚 = 0.1% criterion. The εQS′  

values are shown in Table 29 to be compared with the strain rate selected for the 

approximation procedure, 𝜀′ = 10−6. The moment index values are less than 0.1% at 

𝜀′ = 10−8 for both samples. Thus, the peak friction angles associated with 𝜀′ = 10−8 

were selected to be compared with the values obtained using the approximation approach.  
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Fig. 70 Average moment index versus dimensionless strain rate for Sample C to interpret the 

quasi-static strain rate  

 

 
Fig. 71 Average moment index versus dimensionless strain rate for Sample D to interpret the 

quasi-static strain rate  

 

Table 29 Dimensionless quasi-static rates of Models C and D and runtime saving amount with 
respect to the selected dimensionless strain rate for approximation, i.e., 𝜀′ = 10−6 

Sample εQS′  Runtime Saving 
C 5 × 10−8 20 times 
D 1.3 × 10−7 8 times 

 

Table 30 presents the approximate peak friction coefficients and the peak friction 

coefficient values obtained from the direct method. The errors are relatively small. 

Sample C was subjected to a strain rate 20 times greater than the quasi-static strain rate 
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that produced 9.1% error, whereas Sample D was subjected to a strain rate eight times 

greater than its quasi-static strain rate, that yielded only 2.5% error.  

 

Table 30 Peak friction angle of Models C and D using direct and approximate methods 

Sample Exact ϕPeakQS  Predicted ϕPeakQS Relative Error 
C 21.42 19.47 -9.1% 
D 20.20 19.70 -2.5% 

 

Altogether, the proposed approximation approach to predict the peak friction angles 

of assemblies was tested on Samples A, B, C, and D, which had different particle size 

distributions and different relative densities. Due to significant runtime saving the 

outcome seems satisfactory for engineering applications. 

 

5.7. Summary 

A new damping model – namely, size-dependent mass-proportional damping – was 

proposed. For the samples with high particle size disparity, the new damping model 

indicated a superior performance over the conventional mass damping by exhibiting a 

lower imbalance at any specific strain rate with respect to the conventional mass-damping 

model. This helps to elevate the upper limiting quasi-static strain rate, and thus reduces 

necessary runtime. In the quasi-static loading conditions, the new damping model 

provided the same behaviors as those simulations using the conventional mass-damping 

model. 

A new index was proposed to quantify the equilibrium state of DEM models – 

namely, the moment index. The performance of the new index was tested and compared 
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to an existing index, UFR. The proposed moment index is comparable to UFR in 

performance.   

The optimum mass-damping ratio at a specific strain rate was defined as the mass-

damping ratio at which the imbalance of models was minimized. At any specific strain 

rate, there is a damping value, the optimum damping, above and below which the 

imbalance state is heightened. The optimum damping ratio was determined for two 

samples that sheared at different strain rates using either the conventional or the size-

dependent mass-damping models. 

The optimum damping ratio showed a slight dependency on the particle size 

distribution of samples and the strain rate at which the samples were sheared. The 

optimum damping values for the conventional and new damping models at low 

deformation rates are 0.3% and 0.5%, respectively, for both samples. The value of the 

optimum damping ratio for the new damping model is slightly higher than that of the old 

damping model. 

It was learned that the equilibrium state of a model worsens as the strain rate 

increases. A clear power relationship was observed between the moment index value and 

the strain rate for the models with damping ratios greater than the optimum damping 

ratio. The moment index that quantifies the imbalance measure of the models depends not 

only on the strain rate but also on the damping ratio. 

The quasi-static strain rate was defined as the upper limit of strain rate for quasi-

static simulations using the moment index. The moment index reaches the minimum 

value at the optimum damping value, so in order to determine the quasi-static strain rate 

to minimize simulation runtimes, the optimum damping ratio also has to be applied. In 
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addition, it was found that the quasi-static strain rate is lower for samples with high 

particle size disparity. 

No clear link was detected between the imbalance state of models and the kinetic 

energy of the particles. The kinetic energy decreases with the increase of the damping 

ratio and with the decrease of the strain rate monotonically; thus, the kinetic energy 

cannot spot the optimum damping value and provides no information on the equilibrium 

state of the models. 

It was noticed that when the damping ratio is less than the optimum value, the 

models behave differently from the models using the optimum damping values. Setting 

the damping ratio to zero or selecting an excessively low damping ratio for non-spherical 

particles, as modeled in the present study, results in a lower strength, worse equilibrium 

state, more contractive volumetric response, higher kinetic energy, and greater number of 

idle particles in the assembly; therefore, setting the damping ratio to a value lower than 

the optimum damping ratio is not recommended. 

It was observed that the peak friction angle of the assemblies increases with the 

increase of the strain rate and the damping ratio. Moreover, the peak friction angle is 

proportional to the product of the damping ratio and the dimensionless strain rate, 𝜉𝜀′. 

However, at very low 𝜉𝜀′ values, the peak friction angle is almost constant. 

A linear relationship was observed between the peak friction coefficient and the 

moment index for the models that had a damping ratio above the optimum value. Upon 

knowing this, an approximation approach was established to estimate the peak friction 

coefficient by using results of simulations at significantly higher strain rates, 

necessitating shorter runtimes. 
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In agreement with the results in Chapter 3, it was discovered that when the product 

of the damping ratio and the strain rate is constant for a specific model and the damping 

ratio is greater than the optimum value, the models with any combinations of damping 

ratio and strain rate present the same mechanical behavior (except for the particle 

velocities). Therefore, selecting a damping ratio that is excessively higher than the 

optimum value is equivalent to shearing the same sample at a higher strain rate with the 

optimum damping ratio, which should be avoided. 
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CHAPTER 6 

Quasi-Static Strain Rate 

 

6.1. Overview 

The quasi-static (referred to as QS for brevity hereafter) strain rate is a strain rate 

above which the loading conditions cannot be considered quasi-static. The determination 

of the highest strain rate under which QS conditions are attainable is beneficial for 

reducing simulation runtimes. This upper strain-rate limit is called the QS strain rate and 

denoted by 𝜀𝑄̇𝑆 in this study. 

da Cruz et al. (2005) proposed an equation to predict the QS strain rate based on the 

observations from simulations as follows: 

 𝐼 = 𝜀̇𝑑Avg�
𝜌
𝜎𝑚

 (70) 

where 𝐼 is the inertial number, 𝜀̇ is the shearing strain rate, 𝜌 is the particle density, 𝜎𝑚 is 

the mean stress in the assembly, and 𝑑Avg is the average particle diameter. For a 

simulation to meet the QS conditions, 𝐼 should be a very small number relative to unity, 

giving an indication that the inertial forces are significantly lower than the contact forces. 

For example, Macaro and Utili (2012) considered 𝐼 ≤ 2 × 10−4 for QS conditions. 

Perez et al. (2016) reported that 𝐼 ≤ 2.5 × 10−3 satisfies the QS conditions where 

the critical state values are needed to be measured and stated that, for this purpose, the 

inertial number is independent of the initial state of samples and the type of tests, e.g. 

drained and undrained. Therefore, the inertial number is not suited for finding an 
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appropriate QS strain rate where determining the peak friction angle is aimed, since the 

peak friction angle is known to be dependent on the initial state of samples. In this case, 

the predicting equation has to be a function of a parameter related to the initial state, for 

example, void ratio. On the other hand, Modense et al. (2012) mentioned a sensitivity of 

the QS strain rate to the particle-size distribution (PSD), which is not covered in the 

inertial number, explicitly. 

In this chapter, determining the QS strain rate that guarantees the correctness of the 

material behavior at peak state as well as at the critical state is aimed. The QS strain rate 

should be a function of the initial mean stress of assemblies, the initial void ratio, and the 

PSD. 

For this purpose, first, the methodology is explained. Then, a criterion for the QS 

strain-rate limit is proposed using the moment index. After that, by conducting a 

parametric study, the correlations between the QS strain rate and the selected parameters 

of the models are studied for each parameter, separately, and the variation trend of the QS 

strain rate with each parameter is identified independently. Then, a direct equation is 

proposed to predict 𝜀𝑄̇𝑆 quantitatively based on those parameters by combining the 

individual trends, and its prediction ability is validated by a leave-out sample. 

Furthermore, the predictions of the proposed equations are compared with those of the 

inertial number. Finally, two more methods, in addition to the one introduced in Chapter 

5, are proposed to predict the peak friction angle using the findings in this chapter. 
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6.2. Limitations and Methodology 

In this study, the following restrictions are applied: boundary conditions are periodic; 

thus, the sample size is not expected to influence, and the number of particles in each 

sample is constant. The loading is axisymmetric in triaxial drained conditions. The effects 

of the inter-particle contact laws, Poisson’s ratio, and damping are not considered. A 

minimal constant mass proportional damping ratio is applied, which is equal to 0.3% for 

the (OD) models and 0.5% for the (ND) models after Chapter 5. 

Regarding the dimensionless DEM scheme in Chapter 3, the effects of density and 

the elastic modulus of particles are removed by performing the study on the 

dimensionless parameters and determining the dimensionless QS strain rate, 𝜀𝑄𝑆′ , instead 

of 𝜀𝑄̇𝑆. This remarkably helps in limiting the parametric study and reducing the number 

of necessary simulations by eliminating the need to consider three major parameters: 𝜌, 

𝐸, and absolute particle sizes.  

Therefore, the effects of the initial void ratio, 𝑒0, and the initial dimensionless mean 

stress, 𝜎�0, of the samples and the particle-size distribution will be studied. A 

characteristic parameter, ∆, is used to incorporate the effect of the PSD of the samples; 

that is, the dimensionless parameter, ∆, will represent the PSD.  

Hence, the possible effective parameters that remain are 𝑒0, 𝜎�0, and Δ. Therefore, we 

expect that 𝜀𝑄𝑆′  will be a function of 𝑒0, 𝜎�0, and Δ. The aim is to specify the function. 

Assuming that the effects of the involved parameters are independent from each other for 

simplicity, the following equation will be fitted, and the unknown exponents and the 

coefficient will be determined: 
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 𝜀𝑄𝑆′ = 𝐾𝑒0𝑎 𝜎�0𝑏 Δ𝑐 (71) 

Throughout this chapter, curve fitting was done by minimizing the residual sum of 

squares where needed. 

The predictions of Eq. (72) will be compared with the predictions of the inertial 

number. Using Eq. (71), recalling 𝜀̇ = 𝜀′ Δ𝑡𝑐⁄ , Δ𝑡𝑐 = 𝑑min�𝜌 𝐸⁄ , and 𝜎𝑚 = 𝜎�0𝐸 from 

Chapter 3, and by defining dispersity index in the form of Δ = 𝑑Avg
𝑑min

, the following 

dimensionless form of the inertial number is deduced: 

 𝜀′ = 𝐼
�𝜎�0
Δ

 (72) 

In Eq. (73), by setting the inertial number, 𝐼, to its value at QS, the resulting strain 

rate will be approximate 𝜀𝑄𝑆′  that the inertial number predicts. 

 
6.3. Definition of Maximum Quasi-Static Strain Rate 

QS solutions are aimed to approximate the static behavior where a static solution is 

not available, such as using DEM. No quantifiable criteria exist for the QS conditions in 

the literature. However, a parametric study can be useful to determine the maximum 

strain rate that does not violate the quasi-static conditions. The peak shear strength has 

dependence against the applied strain rate. As the strain rate decreases, the peak shear 

strength decreases. Nevertheless, below a certain strain rate, the peak shear strength does 

not decrease anymore. The strain rate for quasi-static simulations can then be chosen as 

high as the generated inertial effects do not cause more than a specific error on the shear 

strength. 

To ensure the satisfaction of the QS condition, one can alternatively lower the strain 
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rate such that the inertial effects do not exceed a specific limit. A fulfilled equilibrium 

state means that the inertial effects are small enough. The moment index is used in this 

chapter. As shown in Chapter 5, as the strain rate is reduced, the moment index value, 

𝐼𝑀𝑜𝑚, decreases. In the present study, to meet the QS conditions, the strain rate will be 

lowered such that the moment index does not exceed 0.1%. That is, 𝜀𝑄𝑆′  is defined as the 

strain rate at which the moment index yields a value equal to 0.1%. The moment index 

was known to depend on the damping ratio as well. To minimize the moment index at a 

specific strain rate, the selected damping ratio should be equal to the optimum damping 

ratio. For the OD and ND damping models, the optimum damping ratios were determined 

to be about 0.3% and 0.5%, respectively, which were nearly independent of the applied 

strain rate. After 𝜀𝑄𝑆′  was determined based on the 𝐼𝑀𝑜𝑚 = 0.1% criterion, we will make 

sure that the error that is obtained for the peak friction coefficient (or angle) does not 

exceed a small value. 

 

6.4. Numerical Tests Schedule 

To study the effects of the parameters on 𝜀𝑄𝑆′ , 18 samples with 10,000 particles were 

created. The samples cover wide ranges of initial void ratio, confining stress, and 

particle-size distributions were covered. The properties of the samples can be found in 

Table 31 to Table 39. One more sample was created and left out for the evaluation of the 

proposed equations. The naming convention for the samples is 𝑛𝜎𝑛𝜇𝑛Δ, where 𝑛𝜎 

represents the confining stress, 𝜎𝑐, 𝑛𝜇 denotes the friction coefficient in the second phase 

of the sample preparation, 𝜇0, and 𝑛Δ indicates the PSD type. 
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Table 31 Features of the simulation code and common input parameters  

Computation Code ELLIPSE3D 

Particle Shape Spheroid 

Aspect Ratio of Particles 1.20 

Number of Particles in each Sample 10,000 

Contact Laws Simplified Hertz-Mindlin 

Boundary Conditions Periodic 

Aspect Ratios of Sample (Cuboid) 1, 1, 1 

Sample Preparation Approach Automatic Three-Phase Method 

Initial Stress State 𝜎11 = 𝜎22 = 𝜎33 

Poisson’s Ratio (𝜈) 0.2 

Inter-Particle Friction Coefficient in Loading Stage (𝜇) 0.5 

Time Step Ratio (𝑐𝑡) 0.32 

Density, 𝜌 (mg/mm3) 2.65 

Elastic Modulus, 𝐸, (mN/mm2) 7.2 × 107 

Damping Ratio for OD Series, (𝜉) 0.3% 

Damping Ratio for ND Series, (𝜉) 0.5% 

Loading Path Drained 

Final Strain (𝜀) 25% 
 

Table 32 Particle sizes and particle-size distribution of Type 0, Δ = 1 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 1.0 1.2 1.06 10,000 100% 100% 
 

Table 33 Particle sizes and particle-size distribution of Type 1, Δ = 6.00 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 1.0 1.2 1.06 9,234 10% 10% 
2 3.0 3.6 3.19 513 15% 25% 
3 5.0 6.0 5.31 148 20% 45% 
4 7.0 8.4 7.44 67 25% 70% 
5 9.0 10.8 9.56 38 30% 100% 
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Table 34 Particle sizes and particle-size distribution of Type 2, Δ = 2.84 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 1.5 1.8 1.59 7,937 23% 23% 
2 2.5 3.0 2.66 1,565 21% 44% 
3 4.0 4.8 4.25 364 20% 64% 
4 6.0 7.2 6.38 102 19% 83% 
5 8.5 10.2 9.03 32 17% 100% 

 

Table 35 Particle sizes and particle-size distribution of Type 3, Δ = 1.28 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 10.0 12.0 10.63 990 5% 5% 
2 11.0 13.2 11.69 1,488 10% 15% 
3 12.0 14.4 12.75 2,292 20% 35% 
4 13.0 15.6 13.81 2,704 30% 65% 
5 14.0 16.8 14.88 2,526 35% 100% 

 

Table 36 Particle sizes and particle-size distribution of Type 4, Δ = 4.00 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 1.0 1.2 1.06 9,186 20% 20% 
2 2.5 3.0 2.66 588 20% 40% 
3 4.0 4.8 4.25 144 20% 60% 
4 5.5 6.6 5.84 55 20% 80% 
5 7.0 8.4 7.44 27 20% 100% 
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Table 37 Particle sizes and particle-size distribution of Type 5, Δ = 2.75 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 1.0 1.2 1.06 9,843 51% 51% 
2 3.0 3.6 3.19 107 15% 66% 
3 4.5 5.4 4.78 28 13% 79% 
4 5.5 6.6 5.84 13 11% 90% 
5 6.0 7.2 6.38 9 10% 100% 

 

Table 38 Particle sizes and particle-size distribution of Type T, Δ = 6.15 

Particle 
Type 

Number 

Minor 
Radii 
(mm) 

Major 
Radius 
(mm) 

Particle 
Nominal 

Size (mm) 

Number of 
Particles 

Weight 
Ratio 

Accumulated 
Weight 
Ratio 

1 1.0 1.2 1.06 9,601 15% 15% 
2 3.5 4.2 3.72 299 20% 35% 
3 6.0 7.2 6.38 59 20% 55% 
4 8.0 9.6 8.50 25 20% 75% 
5 10.0 12.0 10.63 16 25% 100% 

 

Four values were selected for 𝜎𝑐 ranging from 74 to 5,760 kPa. 𝜇0 was assigned four 

values ranging from 0.05 to 0.4 to yield samples of different void ratios, 𝑒0. In Chapter 4, 

we showed a one-to-one correlation between 𝑒0 and relative density with 𝜇0. Six particle-

size distributions, shown in Fig. 72, were designed, and their specs are presented in Table 

32, Table 33, Table 34, Table 35, Table 36, Table 37, and Table 38. They represent well-

graded and poorly graded granular material, noting that PSD type 0 is monosized. Every 

PSD is represented by a characteristic value, Δ, which will be defined later. The values of 

𝜎�0 (dimensionless form of 𝜎𝑐), 𝑒0, and Δ are provided in Table 39 for the samples. In 

addition, those values of the test sample (TTT) are presented in Table 39.  
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Fig. 72 Particle-size distributions of samples 

 
The samples were subjected to the drained conditions and loaded up to 25% strain in 

the vertical direction to ensure the mobilization of peak shear strength of the assemblies. 

To study the effect of the damping model on 𝜀𝑄𝑆′ , two damping models, ND and OD, 

were applied. The naming convention of the models is {Sample Name}{Damping 

Model}{Dimensionless Strain Rate}, as used in Table 51 of Appendix 9. To determine 

𝜀𝑄𝑆′ , the dimensionless strain rate, 𝜀′, was allocated nine values ranging from 2 × 10−8 to 

1 × 10−5. The peak friction angle, 𝜙𝑚𝑎𝑥, and the moment index values, 𝐼𝑀𝑜𝑚, of the 

models are presented in Table 51. Note that 𝐼𝑀𝑜𝑚 was averaged from 𝜀 = 0 through 

𝜀𝑝𝑒𝑎𝑘 to preserve the effect of the initial state that influences the peak state.  
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Table 39 Input parameters of samples (ND and OD) 

Sample 
Inter-particle friction 

coefficient in the second phase 
of sample preparation, 𝝁𝟎 

Initial 
Void 

Ratio, 𝒆𝟎 

Initial 
Dimensionless 

Mean Stress, 𝝈�𝟎 

Initial Mean 
Stress, 𝝈𝟎 

(kPa) 

Dispersity 
Index, Δ 

121 0.10 0.356 1 × 10−6 72 6.000 
122 0.10 0.412 1 × 10−6 72 2.837 
211 0.05 0.312 4 × 10−6 288 6.000 
212 0.05 0.370 4 × 10−6 288 2.837 
220 0.10 0.606 4 × 10−6 288 1.000 
221 0.10 0.343 4 × 10−6 288 6.000 
222 0.10 0.406 4 × 10−6 288 2.837 
223 0.10 0.596 4 × 10−6 288 1.280 
224 0.10 0.336 4 × 10−6 288 4.000 
225 0.10 0.410 4 × 10−6 288 2.750 
231 0.20 0.401 4 × 10−6 288 6.000 
232 0.20 0.450 4 × 10−6 288 2.837 
241 0.40 0.469 4 × 10−6 288 6.000 
242 0.40 0.505 4 × 10−6 288 2.837 
321 0.10 0.334 2 × 10−5 1,440 6.000 
322 0.10 0.400 2 × 10−5 1,440 2.837 
421 0.10 0.325 8 × 10−5 5,760 6.000 
422 0.10 0.394 8 × 10−5 5,760 2.837 
TTT 0.14 0.312 1 × 10−5 720 6.150 

 

6.5. Relationship between 𝑰𝑴𝒐𝒎 and 𝜺′ 

The general form of the relationship between 𝐼𝑀𝑜𝑚 and 𝜀′ and the damping ratio, 𝜉, 

was presented in Chapter 5 in the form of a power function, 𝐼𝑀𝑜𝑚 = 𝑎(𝜉𝜀′)𝑏. In this 

chapter, 𝜉 is constant, so the relationship can be simplified to the following form: 

 𝐼𝑀𝑜𝑚 = 𝑎𝐼𝜀′
𝑏𝐼 (73) 

As mentioned in the methodology section, 𝜀𝑄𝑆′  was determined assuming 𝐼𝑄𝑆 =

0.1%. 𝐼𝑄𝑆 is the value of the moment index that corresponds to 𝜀𝑄𝑆′  by our definition. By 

this definition, 𝜀𝑄𝑆′  was determined for each sample using the interpolation approach and 
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presented in Table 40 and Table 41. 

To further examine the correctness of a power function form for the relationship 

between 𝐼𝑀𝑜𝑚 and 𝜀′, this type of curve was fitted to the data points and the parameters 

𝑎𝐼 and 𝑏𝐼 were determined and presented in Table 40 and Table 41 along with the 

coefficient of determination, 𝑅2. An 𝑅2 value approaching unity indicates the goodness 

of the selected function, meaning that a power function suits for this purpose. The 

variation of the moment index versus the strain rate is shown for the models in Fig. 73 

and Fig. 74 in a log-log scale. The fact that the trends approximate straight lines in a log-

log scale is another indication of the appropriateness of the selected function. 

Table 40 Power fit parameters and coefficients of determination for the (ND) models and 𝜀𝑄𝑆′  for 
𝐼𝑄𝑆 = 0.1% 

Model a b R2 ε'QS 

121ND 335 0.70 0.9984 2.14E-08 
122ND 232 0.73 0.9973 8.31E-08 
211ND 1815 0.92 0.9998 1.97E-07 
212ND 1566 0.97 0.9973 4.10E-07 
220ND 3131 1.05 0.9955 6.46E-07 
221ND 791 0.84 0.9993 9.59E-08 
222ND 1278 0.93 0.9906 2.54E-07 
223ND 3664 1.04 0.9776 4.62E-07 
224ND 1726 0.93 0.9892 1.79E-07 
225ND 2129 0.99 0.9790 3.89E-07 
231ND 636 0.81 0.9871 6.17E-08 
232ND 815 0.89 0.9918 1.94E-07 
241ND 410 0.76 0.9858 4.57E-08 
242ND 460 0.82 0.9705 1.20E-07 
321ND 1534 0.98 0.9988 4.56E-07 
322ND 730 0.98 0.9991 1.00E-06 
421ND 52 0.79 0.9980 9.60E-07 
422ND 240 0.97 0.9967 2.48E-06 
TTTND 1050 0.91 0.9997 2.71E-07 
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Table 41 Power fit parameters and coefficients of determination for the (OD) models and 𝜀𝑄𝑆′  for 
𝐼𝑄𝑆 = 0.1% 

Model a b R2 ε'QS 

121OD 27 0.46 0.9852 4.82E-09 
122OD 1260 0.84 0.9712 5.86E-08 
211OD 1410 0.85 0.9173 6.24E-08 
212OD 863 0.90 0.9992 2.51E-07 
220OD 14523 1.14 0.9731 5.43E-07 
221OD 555 0.76 0.8947 3.14E-08 
222OD 2633 0.96 0.9439 1.90E-07 
223OD 6211 1.08 0.9809 5.06E-07 
224OD 1802 0.90 0.9433 1.13E-07 
225OD 3896 1.01 0.9779 2.76E-07 
231OD 419 0.72 0.9198 2.17E-08 
232OD 770 0.85 0.9907 1.02E-07 
241OD 206 0.66 0.9469 1.21E-08 
242OD 518 0.80 0.9593 7.45E-08 
321OD 822 0.89 0.9857 1.97E-07 
322OD 217 0.87 0.9895 7.00E-07 
421OD 259 0.89 0.9955 7.40E-07 
422OD 17 0.72 0.9991 1.34E-06 
TTTOD 570 0.81 0.9722 9.08E-08 

 

Assuming that 𝐼𝑀𝑜𝑚 is a power function of 𝜀′, users can approximate 𝜀𝑄𝑆′  using two 

or more data points with significantly higher strain rates to save runtime, instead of a trial 

and error. For example, 𝜀𝑄𝑆′  was approximated for the ND models using two and three 

data points of the highest strain rates in the present study. The results are presented in 

Table 42 and seem adequately close for practical applications. Less error is observed on 

average using three points compared to two points. 
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Table 42 Approximate quasi-static strain rate using two and three points for the (ND) models 

Model ε'QS 2pt Approx 3pt Approx 

121ND 2.14E-08 4.8E-09 1.05E-08 
122ND 8.31E-08 1.9E-08 3.04E-08 
211ND 1.97E-07 1.4E-07 1.52E-07 
212ND 4.10E-07 2.4E-07 3.43E-07 
220ND 6.46E-07 3.9E-07 5.57E-07 
221ND 9.59E-08 8.7E-08 7.77E-08 
222ND 2.54E-07 1.9E-07 1.61E-07 
223ND 4.62E-07 3.2E-07 2.49E-07 
224ND 1.79E-07 1.8E-07 1.97E-07 
225ND 3.89E-07 3.3E-07 2.69E-07 
231ND 6.17E-08 3.3E-08 4.34E-08 
232ND 1.94E-07 1.7E-07 1.69E-07 
241ND 4.57E-08 2.3E-08 3.00E-08 
242ND 1.20E-07 6.2E-08 5.95E-08 
321ND 4.56E-07 6.6E-07 5.23E-07 
322ND 1.00E-06 1.3E-06 1.00E-06 
421ND 9.60E-07 1.3E-06 1.02E-06 
422ND 2.48E-06 2.4E-06 2.48E-06 
TTTND 2.71E-07 2.9E-07 2.57E-07 

Average Error 33% 24% 
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Fig. 73 Variation of moment index with the dimensionless strain rate for the (ND) models 

 

 

 

Fig. 74 Variation of moment index with the dimensionless strain rate for the (OD) models 

 



www.manaraa.com

 

160 
 

6.6. Relationship between 𝐭𝐚𝐧 𝝓𝒎𝒂𝒙 and 𝑰𝑴𝒐𝒎 

As shown in Chapter 5, a linear relationship exists between 𝜇 = tan𝜙 and 𝐼𝑀𝑜𝑚: 

 tan𝜙 = tan𝜙0 + 𝑘𝐼𝑀𝑜𝑚 (74) 

A similar relationship was observed by da Cruz et al. (2005) between 𝜇 and the 

inertial number, 𝐼, in the simulations of direct shear tests in the form of 𝜇 = 𝜇0 + 𝑘𝐼. To 

further study the correctness of Eq. (75), the variation of tan𝜙 against 𝐼𝑀𝑜𝑚 is shown in 

Fig. 75 and Fig. 76, where the curves are very close to straight lines. The parameters of 

the fitted lines, that is, tan𝜙0 and 𝑘, are presented in Table 43, as well as the coefficients 

of determination. 𝑅2 values are close to unity, which indicates the suitability of the linear 

assumption for the relationship between 𝜇 = tan𝜙 and 𝐼𝑀𝑜𝑚. Note that 𝜙0 can be 

interpreted as the QS friction angle since when 𝐼𝑀𝑜𝑚 = 0, Eq. (75) results in 𝜙𝑚𝑎𝑥 = 𝜙0. 

𝐼𝑀𝑜𝑚 ≈ 0 occurs when the inertia-induced stresses/forces approach zero compared with 

the static stresses/forces.  
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Fig. 75 Peak friction coefficient versus moment index for the (ND) models 

 

 

 

Fig. 76 Peak friction coefficient versus moment index for the (OD) models 
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Table 43 Linear fit parameters of (𝜙 vs. 𝐼𝑀𝑜𝑚) for the (ND) and (OD) models and the 
corresponding coefficients of determination 

Model tan φ0 k R2 Model tan φ0 k R2 

121ND 0.64 5.05 0.9916 121OD 0.61 5.53 0.9904 
122ND 0.55 5.43 0.9940 122OD 0.54 4.42 0.9990 
211ND 0.74 4.62 0.9971 211OD 0.74 5.65 0.9977 
212ND 0.68 4.74 0.9903 212OD 0.68 3.96 0.9957 
220ND 0.53 4.69 0.9964 220OD 0.53 2.09 0.9970 
221ND 0.66 5.30 0.9942 221OD 0.65 5.80 0.9986 
222ND 0.56 4.83 0.9952 222OD 0.56 3.78 0.9985 
223ND 0.52 4.79 0.9955 223OD 0.52 3.47 0.9941 
224ND 0.63 4.83 0.9766 224OD 0.62 4.54 0.9973 
225ND 0.55 5.80 0.9891 225OD 0.55 3.32 0.9944 
231ND 0.51 4.47 0.9776 231OD 0.50 4.69 0.9973 
232ND 0.44 5.67 0.9770 232OD 0.44 4.10 0.9788 
241ND 0.39 4.15 0.9787 241OD 0.38 4.45 0.9979 
242ND 0.37 3.98 0.9874 242OD 0.36 3.07 0.9800 
321ND 0.67 4.12 0.9722 321OD 0.66 5.41 0.9972 
322ND 0.59 3.82 0.9807 322OD 0.59 3.07 0.9971 
421ND 0.69 4.32 0.9566 421OD 0.69 5.20 0.9805 
422ND 0.60 2.33 0.9870 422OD 0.60 1.43 0.8990 
TTTND 0.60 4.64 0.9860 TTTOD 0.60 4.56 0.9940 

 

6.7. Relationship between 𝐭𝐚𝐧 𝝓𝒎𝒂𝒙 and 𝜺′ 

The evolution of the mobilized friction angle with the applied strain for Sample 220 

at different strain rates using the ND damping model is shown in Fig. 77 and Fig. 78, for 

instance. It indicates that as the strain rate decreases, the friction angle decreases and 

finally converges to a constant value. The variations of the peak friction coefficient of the 

samples with the applied strain rate are shown in Fig. 79, Fig. 80, Fig. 81, and Fig. 82. In 

Fig. 80 and Fig. 82, where the horizontal axes are in the logarithmic scale, plateaus are 

observed at very small strain rates, which indicate the convergence to the QS state. 

Using Eqs. (74) and (75), a relationship between tan𝜙𝑚𝑎𝑥 and 𝜀′ can be established 

in the following form if 𝑎𝜙 = 𝑘𝑎𝐼 and 𝑏𝜙 = 𝑏𝐼. 
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 tan𝜙𝑚𝑎𝑥 = tan𝜙0 + 𝑎𝜙𝜀′
𝑏𝜙 (75) 

To verify whether the above equation applies, 𝑅2 values were calculated and 

presented in Table 40 and Table 41. 𝑅2 values approaching unity agree the assumptions 

for the relationship. 

Eq. (76) − if rearranged − is similar to the Cowper-Symonds model (1957), which is 

frequently used to describe viscoelastic effects on the shear strength: 

 𝑞𝑚𝑎𝑥 = 𝑞0 �1 + �
𝜀̇
𝐷
�
𝑛

� (76) 

where 𝑞𝑚𝑎𝑥 is the shear strength at the strain rate of 𝜀̇, 𝑞0 is the QS value of the shear 

strength, and 𝑛 and 𝐷 are the fit parameters. 

Since the exponent 𝑏𝜙 in Eq. (76) is less than unity, according to Table 44 and Table 

45, a shear-thinning type of viscoelastic behavior is implied for the particulate models in 

this study. 

The extra peak friction angle that is obtained by applying 𝜀𝑄𝑆′  (using 𝐼𝑄𝑆 = 0.1% 

criterion), that is, Δ𝜙𝑄𝑆 = 𝜙𝑄𝑆 − 𝜙0, can be calculated using Eq. (76) as follows: 

 Δ𝜙𝑄𝑆 = tan−1�tan𝜙0 + 𝑎𝜙𝜀′𝑄𝑆
𝑏𝜙� − 𝜙0 (77) 

To ensure that by applying 𝜀𝑄𝑆′ , the 𝜙𝑚𝑎𝑥 values obtained from the simulations, i.e. 

𝜙𝑄𝑆, are sufficiently close to 𝜙0, the extra friction angles, Δ𝜙𝑄𝑆, were calculated and 

presented in Table 44 and Table 45. The average error on the peak friction angles of all 

models is about 0.2°, which is small enough to consider the quasi-static values. 

Therefore, 𝐼𝑄𝑆 = 01. % is an appropriate assumption to determine 𝜀𝑄𝑆′ . 
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Table 44 Parameters of the Cowper-Symonds models and coefficients of determination for the 
(ND) models and the extra friction angle at 𝜀′ = 𝜀𝑄𝑆′  with respect to the quasi-static friction angle 

for 𝐼𝑄𝑆 = 0.1% 

Model 𝑎𝜙 = 𝑘𝑎𝐼 𝑏𝜙 = 𝑏𝐼 tan𝜙0 R2 𝜙0  (degrees) Δ𝜙𝑄𝑆 (degrees) 

121ND 1688 0.70 0.64 0.9953 32.5 0.29 
122ND 1262 0.73 0.55 0.9873 28.6 0.40 
211ND 8383 0.92 0.74 0.9971 36.6 0.21 
212ND 7421 0.97 0.68 0.9809 34.2 0.19 
220ND 14671 1.05 0.53 0.9870 28.0 0.21 
221ND 4188 0.84 0.66 0.9907 33.3 0.21 
222ND 6170 0.93 0.56 0.9808 29.3 0.19 
223ND 17566 1.04 0.52 0.9704 27.5 0.19 
224ND 8335 0.93 0.63 0.9588 32.0 0.17 
225ND 12349 0.99 0.55 0.9549 29.0 0.23 
231ND 2843 0.81 0.51 0.9539 26.8 0.20 
232ND 4624 0.89 0.44 0.9559 23.6 0.25 
241ND 1703 0.76 0.39 0.9677 21.4 0.22 
242ND 1834 0.82 0.37 0.9671 20.1 0.19 
321ND 6327 0.98 0.67 0.9752 33.7 0.15 
322ND 2787 0.98 0.59 0.9821 30.4 0.15 
421ND 226 0.79 0.69 0.9586 34.5 0.15 
422ND 558 0.97 0.60 0.9806 30.9 0.09 
TTTND 4875 0.91 0.60 0.9882 30.9 0.20 
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Table 45 Parameters of the Cowper-Symonds models and coefficients of determination for the 
(OD) models and the extra friction angle at 𝜀′ = 𝜀𝑄𝑆′  with respect to the quasi-static friction angle 

for 𝐼𝑄𝑆 = 0.1% 

Model 𝑎𝜙 = 𝑘𝑎𝐼 𝑏𝜙 = 𝑏𝐼 tan𝜙0 R2 𝜙0  (degrees) Δ𝜙𝑄𝑆 (degrees) 

121OD 148 0.46 0.61 0.9964 31.5 0.88 
122OD 5572 0.84 0.54 0.9629 28.5 0.20 
211OD 7969 0.85 0.74 0.9316 36.4 0.21 
212OD 3418 0.90 0.68 0.9926 34.1 0.16 
220OD 30356 1.14 0.53 0.9656 28.0 0.10 
221OD 3218 0.76 0.65 0.8996 33.0 0.28 
222OD 9965 0.96 0.56 0.9352 29.2 0.16 
223OD 21556 1.08 0.52 0.9645 27.5 0.15 
224OD 8181 0.90 0.62 0.9307 31.8 0.20 
225OD 12951 1.01 0.55 0.9645 28.9 0.14 
231OD 1967 0.72 0.50 0.9200 26.4 0.28 
232OD 3158 0.85 0.44 0.9581 23.7 0.17 
241OD 917 0.66 0.38 0.9574 20.6 0.29 
242OD 1589 0.80 0.36 0.9631 19.8 0.16 
321OD 4444 0.89 0.66 0.9799 33.6 0.20 
322OD 665 0.87 0.59 0.9889 30.3 0.13 
421OD 1349 0.89 0.69 0.9829 34.6 0.19 
422OD 25 0.72 0.60 0.8941 30.9 0.06 
TTTOD 2599 0.81 0.60 0.9757 30.8 0.20 
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Fig. 77 Friction angle evolved with the applied strain at different strain rates for Sample 220 

using the ND damping model 
 

 
Fig. 78 Friction angle evolved with the applied strain at different strain rates for Sample 220 

using the ND damping model (the peak section is zoomed) 
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Fig. 79 Variation of the peak friction angle of the (ND) models with the dimensionless strain rate 

(markers are actual data; continuous lines are fitted curves)  

 

 
Fig. 80 Variation of the peak friction angle of the (ND) models with the dimensionless strain rate 

in log scale (markers are actual data; continuous lines are fitted curves) 
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Fig. 81 Variation of the peak friction angle of the (OD) models with the dimensionless strain rate 

(markers are actual data; continuous lines are fitted curves) 

 

 
Fig. 82 Variation of the peak friction angle of the (OD) models with the dimensionless strain rate 

in a log-normal scale (markers are actual data; continuous lines are fitted curves) 
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In Fig. 83, Δ𝜙𝑄𝑆 is shown against 𝜀′/𝜀𝑄𝑆′ , where a linear relationship is observed in 

log-log scales. As 𝜀′ exceeds 𝜀𝑄𝑆′ , the error of the peak friction angle, that is, Δ𝜙𝑄𝑆, 

increases. However, where 𝜀′ is less than 𝜀𝑄𝑆′ , the difference is satisfactorily small. 

 
Fig. 83 Extra friction angle with respect to the quasi-static friction angle at different strain rates 

that are normalized by the quasi-static strain rates for all models (𝐼𝑄𝑆 = 0.1%) 

 
6.8. Relationship between 𝜺𝑸𝑺′  and 𝒆𝟎 

To study the effect of the initial void ratio, 𝑒0, on 𝜀𝑄𝑆′ , two series of the samples were 

examined. In the first series, the PSD is of Type 1, while in the second series, the PSD is 

of Type 2, as indicated in Table 33 and Table 34, respectively. In both series, the initial 

dimensionless mean stress, that is, the dimensionless confining stress, is 𝜎�0 = 4 × 10−6. 

In each series, the PSD and 𝜎�0 are constant and 𝑒0 differs. The samples in the first series 

are 211, 221, 231, and 241, and in the second series, 212, 222, 232, and 242. The 

variation of 𝜀𝑄𝑆′  versus 𝑒0 is shown for both series in Fig. 84 and Fig. 85, where 𝜀𝑄𝑆′  is 

observed to decrease with the increase in 𝑒0. This relationship can be approximately 
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expressed by a power function with an exponent equal to –4, which is displayed by trend 

lines in Fig. 84 and Fig. 85. 𝑅2 values suggest the appropriateness of the approximations. 

Since the exponents of both power functions are equal to –4, the effect of 𝑒0 on 𝜀𝑄𝑆′  is 

implied to be independent of the PSD. Therefore, 

 𝜀𝑄𝑆′ ∝ 𝑒0
𝑏𝑒  ;      𝑏𝑒 = −4 (78) 

The inertial number does not indicate any relationship between 𝜀𝑄𝑆′  and 𝑒0. 

 
Fig. 84 Variation of 𝜀𝑄𝑆′  with the initial void ratio for the (ND) models; 𝐼𝑄𝑆 = 0.1% 

 

 
Fig. 85 Variation of 𝜀𝑄𝑆′  with the initial void ratio for the (OD) models; 𝐼𝑄𝑆 = 0.1% 
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6.9. Relationship between 𝜺𝑸𝑺′  and 𝝈�𝟎 

In this section, the relationship between 𝜀𝑄𝑆′  and the dimensionless confining stress, 

𝜎�0, is studied. For this purpose, keeping 𝑒0 and PSD constant and only varying 𝜎�0 would 

be better. However, creating samples with different confining pressures with equal void 

ratios was intense. As shown in the previous section, the relationship between 𝜀𝑄𝑆′  and 𝑒0 

can be approximated by Eq. (79) for different PSDs. Therefore, to neutralize the effect of 

𝑒0, the relationship between 𝜀𝑄𝑆′ /𝑒0
𝑏𝑒 and 𝜎�0 was studied instead, for simplicity, assuming 

that this relationship is independent of the effect of 𝑒0 on 𝜀𝑄𝑆′ . 

Two series with different PSDs were tested: Series 1 with PSD Type 1 consists of 

Samples 121, 221, 321, and 421; and Series 2 with PSD Type 2 consists of Samples 122, 

222, 322, and 422. The variation of 𝜀𝑄𝑆′ /𝑒0
𝑏𝑒 against 𝜎�0 is shown in Fig. 86 and Fig. 87, 

where as 𝜎�0 increases, 𝜀𝑄𝑆′ /𝑒0
𝑏𝑒 is observed to increase as well. This relationship can be 

represented by a power function with an exponent equal to 0.67 for both series. 𝑅2 values 

are very close to unity, which indicates the suitableness of the proposed relationship. 

Again, the effect of 𝜎�0 on 𝜀𝑄𝑆′  was deduced independent of the PSD as the exponents 

were equal for both series. Hence, it is concluded that 𝜀𝑄𝑆′ /𝑒0
𝑏𝑒 ∝ 𝜎�0 

0.67 or 

 𝜀𝑄𝑆′ ∝ 𝜎�0 
𝑏𝜎   ;      𝑏𝜎 = 0.67 (79) 

This outcome is similar to the inertial number that predicts 𝜀𝑄𝑆′ ∝ 𝜎�0 
0.5. 



www.manaraa.com

 

172 
 

 

Fig. 86 Variation of the normalized 𝜀𝑄𝑆′  with 𝜎�0 for the (ND) models; 𝐼𝑄𝑆 = 0.1% 

 

 

Fig. 87 Variation of the normalized 𝜀𝑄𝑆′  with 𝜎�0 for the (OD) models; 𝐼𝑄𝑆 = 0.1% 

 
6.10. Relationship between 𝜺𝑸𝑺′  and 𝚫 

The effect of the PSD on 𝜀𝑄𝑆′  was studied. For this purpose, a characteristic value 

was needed to represent the PSD. Several dimensionless parameters were created and 

tested, including the coefficient of curvature, Cc, and the coefficient of uniformity, Cu. 
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The best correlation was observed between 𝜀𝑄𝑆′  and Δ, defined in the following form. 

Note that this parameter better suits for discretized PSDs. 

 Δ =
𝑑Avg
𝑑min

 (80) 

𝑑min and 𝑑Avg are the nominal size of the smallest particle and the average nominal 

particle size by weight for the assembly of particles, respectively. The nominal size of a 

particle is defined as the diameter of a particle with the volume of a sphere equal to that 

of the particle. Δ was named dispersity index and can vary from unity, for a monosized 

PSD, to infinity in theory. Similar parameters, termed polydispersity indices, are found in 

chemistry and material sciences. However, the definition in Eq. (81) is preferred as it 

appears in the dimensionless formulation of the inertial number in Eq. (73). 

To study the effect of Δ on 𝜀𝑄𝑆′ , six samples (220, 221, 222, 223, 224, and 225) were 

used for which 𝜇0 = 0.10 and 𝜎�0 = 4 × 10−6 were constant. Building samples with an 

equal void ratio using different PSDs was difficult. Hence, as mentioned in the previous 

section, the effect of 𝑒0 was removed by considering the relationship between 𝜀𝑄𝑆′ /𝑒0
𝑏𝑒 

and ∆ instead of 𝜀𝑄𝑆′  and ∆, assuming that the effect of 𝑒0 on 𝜀𝑄𝑆′  is independent of the 

effect of the PSD on 𝜀𝑄𝑆′ . 

The relationship is displayed in Fig. 88 and Fig. 89, where 𝜀𝑄𝑆′ /𝑒0
𝑏𝑒 is observed to 

decrease as ∆ increases. However, the decrease has a faster rate for the models with the 

(OD) damping model. This relationship can be represented by a power function whose 

exponent, 𝑏∆, is 2.0 for the (ND) models where it is 2.5 for the (OD) models. 𝑅2 values 

close to unity indicate the appropriateness of the selected function. 
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Thus, it is concluded that εQS′ /𝑒0
𝑏𝑒 ∝ ∆𝑏∆ or 

 𝜀𝑄𝑆′ ∝ ∆𝑏∆   ;      �𝑏∆ = −2.0  for ND
𝑏∆ = −2.5  for OD

� (81) 

It is worthy to mention that the inertial number predicts that 𝜀𝑄𝑆′ ∝ ∆−1. 

 

 

Fig. 88 Variation of the normalized 𝜀𝑄𝑆′  with the dispersity index for the (ND) models; 𝐼𝑄𝑆 =
0.1% 

 

 
Fig. 89 Variation of the normalized 𝜀𝑄𝑆′  with the dispersity index for the (OD) models; 𝐼𝑄𝑆 =

0.1% 
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6.11. Dimensionless Forms of the Predicting Equations 

The variation trends of 𝜀𝑄𝑆′  with 𝑒0, 𝜎�0, and Δ were identified in Sections 6.8, 6.9, 

and 6.10, referring to Eqs. (79), (80), and (82), respectively. Therefore, 𝜀𝑄𝑆′  can be 

expressed proportional to the product of the terms, that is, 𝜀𝑄𝑆′ ∝ 𝑒0
𝑏𝑒𝜎�0 

𝑏𝜎∆𝑏∆, or 

 𝜀𝑄𝑆′ = 𝐾𝑒0
𝑏𝑒𝜎�0 

𝑏𝜎∆𝑏∆  ;  �

𝑏𝑒 = −4
𝑏𝜎 = 0.67

�𝑏∆ = −2.0  for ND
𝑏∆ = −2.5  for OD

�
� (82) 

The 𝐾 coefficient was determined by minimizing the error through the least squares 

method. Thus, the dimensionless forms of the proposed equations for the 𝐼𝑄𝑆 = 0.1% 

condition become as follows: 

 �
𝜀𝑄𝑆′ = 2.7 × 10−4𝑒0−4𝜎�0 

0.67∆−2  ;     for the ND model
𝜀𝑄𝑆′ = 2.7 × 10−4𝑒0−4𝜎�0 

0.67∆−2.5;     for the OD model
� (83) 

 

6.12. Test of the Proposed Equations on a Leave-Out Sample 

The TTT sample is a test sample that was not used in any of the equations. With the 

𝐼𝑄𝑆 = 0.1% criterion, the 𝜀𝑄𝑆′  obtained from the simulations is 2.71 × 10−7 using the ND 

damping model and 9.08 × 10−8 using the OD damping model, according to Table 40 

and Table 41, respectively. The values of 𝑒0, 𝜎�0, and Δ for this sample are given in Table 

39. Using Eq. (84), 𝜀𝑄𝑆′  is obtained to be 3.36 × 10−7 and 1.36 × 10−7 for the ND and 

OD models, respectively, which indicate 24% and 49% error, respectively, compared 

with the values obtained directly from the simulations. The errors indicate that the 

proposed equations can be useful in practical applications. 
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6.13. Generalized Forms of the Proposed Equations 

As shown in Section 6.5, the relationship between the moment index and 𝜀′ is a 

power function in the form of 𝐼𝑀𝑜𝑚 = 𝑎𝐼𝜀′𝑏𝐼 according to Eq. (74). Assuming 𝐼𝑀𝑜𝑚 =

𝐼𝑄𝑆, one gets 𝜀′ = 𝜀𝑄𝑆′ , or 𝐼𝑄𝑆 = 𝑎𝐼𝜀𝑄𝑆′
𝑏𝐼, or 𝜀𝑄𝑆′ = �𝐼𝑄𝑆

𝑎𝐼
�
1
𝑏𝐼  as a result. In the latter 

equation, evidently, by considering a greater value for 𝐼𝑄𝑆, a greater 𝜀𝑄𝑆′  is obtained. The 

assumption of 𝐼𝑄𝑆 = 0.1% was observed to result in very small deviations from the peak 

friction angles of the QS state, about 0.2° on average. If a lower precision is desired, a 

greater value for 𝐼𝑄𝑆 can be chosen to establish the QS state, which leads to a greater 𝜀𝑄𝑆′  

and a shorter runtime. Therefore, Eq. (84) can be modified to incorporate the assumptions 

of different 𝐼𝑄𝑆 criteria. Referring to Table 40 and Table 41, the 𝑏 exponent differs for 

different samples. For the ND and OD models, 0.70 < 𝑏𝐼 < 1.14 and 0.47 < 𝑏𝐼 < 1.04 

are observed, respectively. By conservatively assuming 𝑏𝐼 = 1, the following equations 

are obtained for the case of 𝐼𝑄𝑆 > 0.1%: 

 �
𝜀𝑄𝑆′ = 0.27𝑒0−4𝜎�0 

0.67∆−2𝐼𝑄𝑆  ;     for the ND model
𝜀𝑄𝑆′ = 0.27𝑒0−4𝜎�0 

0.67∆−2.5𝐼𝑄𝑆;     for the OD model
� (84) 

Using 𝜀𝑄𝑆′ = 𝜀𝑄̇𝑆Δ𝑡𝑐, Δ𝑡𝑐 = 𝑑min�𝜌/𝐸, 𝜎�0 = 𝜎𝑐/𝐸, and Δ = 𝑑Avg
𝑑min

, Eq. (85) can be 

generalized to the following dimensional forms: 

 

⎩
⎪
⎨

⎪
⎧𝜀𝑄̇𝑆 =

0.27𝑑min𝜎𝑐0.67𝐼𝑄𝑆
𝑑Avg2 𝜌0.5𝐸0.17𝑒04

  ;   for the ND model

𝜀𝑄̇𝑆 =
0.27𝑑min1.5 𝜎𝑐0.67𝐼𝑄𝑆
𝑑Avg2.5 𝜌0.5𝐸0.17𝑒04

;     for the OD model

� (85) 
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6.14. Comparison of the ND and OD damping models in terms of 𝜺𝑸𝑺′  

Since all the 19 samples were examined using both damping models, ND and OD, 

we aimed to determine the improvement on 𝜀𝑄𝑆′  that is achieved using the damping model 

that was introduced in Chapter 5, that is, the ND model, with respect to the conventional 

mass damping model, that is, the OD model. The ratio, 
�𝜀𝑄𝑆
′ �

𝑁𝐷

�𝜀𝑄𝑆
′ �

𝑂𝐷

, indicates the speed gain 

that the ND model provides over the OD damping model. In other words, it tells us how 

higher the strain rate can be using the ND model compared with the OD model to yield 

the same moment index of 0.1%. 

By dividing the proposed relationships in Eq. (84), the speed gain is expected to be 

about 
�𝜀𝑄𝑆
′ �

𝑁𝐷

�𝜀𝑄𝑆
′ �

𝑂𝐷

= √Δ, which indicates that the higher is the dispersity index of the PSD of 

a sample, the higher is the benefit that one can get from using the ND model in terms of 

simulation speed. The exact speed gain values are presented in Table 46 as well as in Fig. 

90 for the samples. The improvements are minimal for Samples 220 (monosized with 

Δ = Cu = 1) and 223 (narrow PSD with Δ = 1.3 and Cu = 1.2), indicating nearly no 

improvements, while greater improvements (about four times) are observed for the 

samples with large dispersity indices, Samples 121 and 241 (both with Δ = 6 and 

Cu = 2.6), for example. 
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Table 46 Improvement of the quasi-static strain rates of the models using the (ND) damping 
model with respect to the (OD) damping model (𝐼𝑄𝑆 = 0.1%) 

Model 121 122 211 212 220 221 222 223 224 225 231 232 241 242 321 322 421 422 TTT 

𝚫 6.0 2.8 6.0 2.8 1.0 6.0 2.8 1.3 4.0 2.8 6.0 2.8 6.0 2.8 6.0 2.8 6.0 2.8 6.2 

�𝜺𝑸𝑺′ �
𝑵𝑫

�𝜺𝑸𝑺′ �
𝑶𝑫

 4.4 1.4 3.2 1.6 1.2 3.1 1.3 0.9 1.6 1.4 2.8 1.9 3.8 1.6 2.3 1.4 1.3 1.9 3.0 

 

 

Fig. 90 Quasi-static strain rates of the models using the (ND) damping model versus the (OD) 
damping model (𝐼𝑄𝑆 = 0.1%) 

 

6.15. Comparison of the Proposed Equations and Inertial Number 

In this section, the predictive ability of the proposed equations, that is, Eq. (84), was 

compared with that of the inertial number, that is, using Eq. (73). Note that 𝐼 is not 

specified by da Cruz et al. (2005); however, Macaro and Utili (2012) recommended 

𝐼 ≤ 2 × 10−4. To conduct a fair comparison, 𝐼 was determined by finding the best fit of 

Eq. (73) to the 𝜀𝑄𝑆′  values that were deduced directly from the simulations based on the 
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𝐼𝑄𝑆 = 0.1% criterion. For the samples using the ND and OD models, 𝐼 was found to be 

5.8 × 10−4 and 3.7 × 10−4, respectively. 

Using Eq. (73) with the calculated inertial numbers, the quasi-static strain rates, 𝜀𝑄𝑆′ , 

were specified and presented against the exact 𝜀𝑄𝑆′  values from the simulations along with 

the predictions of the proposed equations in Fig. 91 and Fig. 92 for the ND and OD 

models, respectively. 𝑅2 of the predicted values of 𝜀𝑄𝑆′  obtained from Eq. (84) for the ND 

series is 0.97, while it is 0.80 using the inertial number. 𝑅2 of the predictions of  Eq. (84) 

for the OD series is 0.92, while it is 0.89 using the inertial number. In terms of relative 

error, our equation yields 24% and 38% error for all the models on average for the ND 

and OD models, respectively, whereas the average errors resulted using the inertial 

number are 98% and 202%, respectively. 

 
Fig. 91 Predictions of 𝜀𝑄𝑆′  using the proposed equation and inertia number for the (ND) models 

compared with 𝜀𝑄𝑆′  from simulations 
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Fig. 92 Predictions of 𝜀𝑄𝑆′  using the proposed equation and inertia number for the (OD) models 

compared with 𝜀𝑄𝑆′  from simulations 

 

6.16. Approximation Methods for Prediction of the Quasi-Static Friction Coefficient 

Chapter 5 suggests a method to approximate the QS friction angle of particulate 

assemblies using the results of simulations with a constant high strain rate and different 

damping ratios. In this chapter, two more methods are proposed based on simulations 

with different high strain rates. The results of three dimensionless strain rates (1 × 10−5, 

5 × 10−6, and 2 × 10−6 ) are used to obtain the QS peak friction angle. 

In the first method, Eq. (76), is used. This model has three parameters, tan𝜙0, 𝑎𝜙, 

and 𝑏𝜙, which were determined by three �𝜀′,𝜙peak� data points. These calculations 

involved solving nonlinear systems of equations using the Newton-Raphson method. 

After fitting Eq. (74) to the three data points, this equation was used to predict 𝜙peak at 

𝜀′ = 0, that is, 𝜙𝑄𝑆.  
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In the second method, Eq. (75) is used. Two parameters, tan𝜙0 and 𝑘, are 

determined from the three �𝜀′,𝜙peak� data points by least squares fitting. Then, the 

resulting equation can be used to predict 𝜙peak at 𝐼𝑀𝑜𝑚 = 0, that is, 𝜙𝑄𝑆.  

The peak friction coefficients predicted using these two methods were compared 

with the exact tan𝜙𝑄𝑆 values from the simulations (corresponding to 𝐼𝑀𝑜𝑚 = 0.1%) and 

are presented in Table 47, where the second method exhibits less error on average. 

 

Table 47 Peak friction angle approximation for the (ND) models using (a) tan𝜙 vs. 𝜀′ curve with 
three points, and (b) tan𝜙 vs. 𝐼𝑀𝑜𝑚 curve with three points 

Model 𝐭𝐚𝐧𝝓𝑸𝑺 
Approximation Method 

(a) (b) 
121ND 0.61 12.6% -0.5% 
122ND 0.54 -13.2% 4.6% 
211ND 0.74 1.1% 0.8% 
212ND 0.68 -6.3% 1.2% 
220ND 0.53 -6.1% 0.6% 
221ND 0.65 -2.8% 3.0% 
222ND 0.56 -1.5% 0.9% 
223ND 0.52 -4.5% 0.1% 
224ND 0.62 -6.6% 3.6% 
225ND 0.55 -1.1% 2.3% 
231ND 0.50 1.4% 4.6% 
232ND 0.44 -13.4% 5.2% 
241ND 0.38 -15.0% 1.3% 
242ND 0.36 0.6% -0.7% 
321ND 0.66 2.2% 1.6% 
322ND 0.59 -1.9% 0.3% 
421ND 0.69 -1.6% 0.3% 
422ND 0.60 -1.2% 0.0% 

TTTND 0.60 -3.7% 2.5% 

Average Error 5.1% 1.8% 
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6.17. Summary 

A total of 342 numerical triaxial tests in drained conditions, including 19 samples, 

two damping models, and nine strain rates, were carried out to determine the quasi-static 

strain rate and the effects of the initial void ratio, confining stress, and particle-size 

distribution on the quasi-static strain rate. 

The strain rate corresponding to the moment index value of IQS = 0.1% was 

proposed as a criterion to determine the quasi-static strain rate. This criterion was shown 

to lead to small errors for the peak friction angles of particulate assemblies, less than 0.5°, 

with respect to the quasi-static friction angles, which is sufficient for practical 

applications. The greater was the selected strain rate than the quasi-static strain rate, the 

greater was the peak friction angle than the quasi-static peak friction angle. 

The power function was used to describe the relationship between the moment index 

and strain rate. This power function can be used to estimate the quasi-static strain rate. 

The predicted quasi-static strain rates matched the quasi-static strain rates obtained 

directly from the simulations with sufficient precision for use in practice. 

Based on observation, a power function can describe the relationship between the 

moment index and the strain rate. Also, a linear relationship between the peak friction 

coefficient and the corresponding moment index value was observed, which is in 

agreement with the observations of da Cruz et al. (2005). Furthermore, a model was 

deduced to describe the relationship between the peak friction coefficient and strain rate, 

which is in agreement with the viscoelastic model of Cowper and Symonds (1957). This 

well-known model remarkably matched the data in the present study and proved its 

capability in describing the shear-thinning behavior of particulate media. 
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The study of the relationship between the quasi-static strain rate and the initial void 

ratio showed a correlation that can be expressed by a power function with a negative 

exponent. The inertial number (da Cruz et al., 2005) that is independent of the void ratio 

lacks this feature and thus suits for the prediction of the quasi-static strain rate that is only 

suitable for determining critical state values. 

A relationship between the quasi-static strain rate and confining pressure (i.e., initial 

mean stress) was observed. This direct correlation can be expressed by a power function 

with an exponent equal to 0.67. 

The quasi-static strain rate was shown to depend on the particle-size distribution. An 

inverse correlation in the form of a power function was observed between the quasi-static 

strain rate and the proposed dispersity index, Δ, which is a characteristic value to 

represent the particle-size distribution. For the abovementioned power function, the 

exponent was determined to be equal to 2, for ND damping model, and 2.5 for OD 

model.   

By combining the identified trends found for the relationship of the quasi-static 

strain rate with the initial void ratio, the dimensionless confining pressure, and the 

dispersity index and determining the unknown coefficient, the predictive equations were 

proposed to estimate the dimensionless quasi-static strain rate of samples using the ND 

and OD damping models with the IQS = 0.1% criterion. The equations were generalized 

for IQS > 0.1% and presented in dimensional forms for practical applications. 

The quasi-static strain rates were estimated by the proposed equations for a leave-out 

sample and compared with the quasi-static strain rates obtained from simulations using 
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the ND and OD damping models. The comparison showed that the predicted values were 

accurate enough for practical uses. Moreover, the inertial number was tuned for the 

models, and the predictions of the inertial number were compared with those of the 

proposed equations where the proposed equations showed better performances in terms 

of coefficient of determination and relative error. 

The ND and OD damping models were compared in terms of the quasi-static strain 

rate, and the size-dependent ND model demonstrated improvement over the conventional 

OD model. The ND model improves the quasi-static strain rate by √Δ times. The wider is 

the particle-size distribution, the higher is the increase in the quasi-static strain rate by 

using the ND damping model. As Δ is equal or greater than unity, the ND model yields 

less moment index (i.e., less imbalance) than the conventional mass-damping model. 

In addition to the damping-based approximation method that was introduced in 

Chapter 5 for the prediction of the peak friction coefficients of granular assemblies at the 

quasi-static state, two more methods were introduced. The first method was based on the 

relationship between the peak friction coefficient of the assembly and the strain rate. The 

second method was based on the linear relationship between the peak friction coefficient 

and the moment index. Three or more simulations are needed at high strain rates to use 

these methods. The outcomes of both methods were reasonable for the models in this 

study; however, the second method involves less mathematics and the results were more 

accurate. 
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Chapter 7 

Conclusions and Future Works 

 

7.1. Overview 

Particulate media are encountered in many engineering applications. The discrete 

element method has proved its ability in capturing the complex behavior of particulate 

media. Input parameters greatly affect the DEM simulations results. If inappropriate 

values are selected, the outcomes of simulations may involve unrealistic responses, which 

may result in incorrect interpretations and problematic designs. Hence, it is important to 

select appropriate models and suitable values for the parameters. Where a Hertzian 

contact model and a mass-damping model are adopted, some of the parameters are the 

density, elastic modulus, and characteristic size of particles, as well as the damping 

coefficient or ratio, strain rate, and time step. 

 

7.2. Major Findings 

In the following section, the major findings of this study are presented: 

 

1. When the strain rate and damping coefficient are defined inversely proportional to a 

characteristic time of a model (for which a nominal critical time step is adopted), it was 

shown that the responses in the dimensionless units are independent of the selected 

values for density, elastic modulus, and characteristic size of particles. The dimensionless 

units were built based on a characteristic length and time measures of samples. In this 
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system, the density, elastic modulus, and characteristic length have only scaling effects 

on the results. 

 

2. The dimensionless strain rate, , and the mass-damping ratio extremely affect the 

behavior of models. For instance, a loose sample with a high strain rate or a high 

damping ratio in undrained conditions can develop a response similar to that of a dense 

sample. Thus, it is of great importance to select appropriate values for the dimensionless 

strain rate and the damping ratio. 

 

3. The density scaling and stiffness scaling techniques were assessed. It was learned that 

the increase in the density and size of particles are equivalent to the increase of the 

dimensionless strain rate and damping ratio if the dimensionless strain rate and damping 

coefficient are kept constant. 

The reduction of elastic modulus has the same effect. Also, if the confining pressure and 

void ratio are kept constant, the dimensionless stress, i.e., stress normalized by the elastic 

modulus, increases as well. 

Scaling up the density and/or particle sizes result in aggravating the equilibrium state. 

However, scaling down the elastic modulus has an insignificant effect on the equilibrium 

state of samples when inertia-induced forces are compared to the static forces; however, 

it changes the mechanical behavior of samples, which is not desired. Therefore, the 

application of the scaling techniques is not recommended. 

4. For a sample with any combination of damping ratio and strain rate, when the product 

of the damping ratio and the strain rate is constant, and the damping ratio is greater than a 
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specific limit, which is called optimum damping, the same mechanical behavior is 

observed. That is, if the damping ratio is greater than the optimum damping ratio, further 

increase in the damping ratio has the same effect as the increase in the strain rate with the 

same factor. Thus, applying large amount of damping ratio is not recommended, as it 

worsens the equilibrium state. 

 

5. An automatic algorithm was devised to create samples with desired confining 

pressures and compactness. Samples with different void ratios can be created using this 

algorithm by adjusting the inter-particle friction coefficient. A friction coefficient less 

than or equal to 0.03 yields the densest samples, while 0.47 or greater yields the loosest 

samples. It was known that the relative density of the produced samples strongly 

correlated with the inter-particle friction coefficient regardless of the applied confining 

stress. Therefore, the inter-particle friction coefficient can be adjusted accordingly to 

achieve samples with desired relative densities. 

 

6. A new mass-damping model, namely the size-dependent mass-damping model, which 

is similar to the conventional model, was introduced. In the new damping model, the 

damping coefficient is adjusted to each particle based on the size and natural frequency of 

each particle to yield equal damping ratios for all particles. This model, which is in 

agreement with the damping model proposed by Munjiza et al. (1998) and whose 

exponent is set to 0.5, improves the equilibrium state and enables users to apply higher 

strain rates, thereby reducing runtimes, especially for samples with wide particle-size 

distributions. 
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7. An indicator was proposed for quantitative evaluation of the equilibrium state of 

samples, namely moment index. The moment index was defined as a measure of the 

unbalanced stresses divided by magnitude of the octahedral stress of a sample. A lower 

moment index value indicates a better equilibrium state and approach to the quasi-static 

conditions. 

 

8. The optimum damping ratio was defined as a damping ratio such that the moment 

index is minimized at a specific strain rate. At any specific strain rate, a damping ratio 

equal to zero results in a high value for the moment index. As damping ratio is increased 

from zero, the moment index decreases and reaches its minimum value. The damping 

ratio corresponding to the minimum moment index was defined as optimum damping 

ratio. With further increase in the damping ratio, the moment index increases. Samples 

with damping ratios less than the optimum damping ratio indicate higher imbalance, 

lower peak friction angle, higher amounts of idle particles, and more contractive 

behavior. Therefore, setting the damping ratio less than the optimum damping ratio  is not 

recommended. It was observed that the peak friction coefficient of an assembly is a 

function of the product of damping ratio and strain rate. Increasing the damping ratio or 

the strain rate excessively results in unrealistic increase of the peak shear strength, thus 

should be avoided. 

 

7.2.1. Constitutive Equations 

Three constitutive equations were observed in this research. The imbalance in terms 
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of the moment index was shown to depend on the strain rate as well as the damping ratio. 

For any sample, a relationship was observed between the moment index value and 

product of the damping ratio and the strain rate when the damping ratio is greater than or 

equal to the optimum damping ratio. This relationship can be expressed well by a power 

function, i.e., 

 𝐼𝑀𝑜𝑚 = 𝑎𝐼(𝜉𝜀′)𝑏𝐼;     𝜉 ≥  𝜉𝑜𝑝𝑡 (86) 

Therefore, with a constant damping ratio equal to the optimum value, the strain rate 

can be determined at which the moment index yields a specific value. The quasi-static 

strain rate was defined as the strain rate that corresponds to the moment index of 𝐼𝑄𝑆 =

0.1%. It was shown that at the above-defined strain rate, the resulting peak friction angle 

converges to a minimum value within maximum 0.5° error, which indicates the quasi-

static conditions are fulfilled.  

The peak friction coefficient, 𝜇 = tan𝜙𝑝𝑒𝑎𝑘, shows a linear relationship with the 

moment index: 

 tan𝜙𝑝𝑒𝑎𝑘 = tan𝜙𝑄𝑆 + 𝑘𝐼𝑀𝑜𝑚 (87) 

where 𝜙𝑄𝑆 is the peak friction angle at the quasi-static state, and 𝑘 is a constant specific 

to every sample. This equation, which agrees with findings of da Cruz et al. (2005), 

indicates that the greater the moment index is, the greater is the peak friction coefficient 

compared to the peak friction coefficient at quasi-static state. 

 

Combining Eqs. (98) and (88), the relationship between the peak friction coefficient 

and the damping ratio and dimensionless strain rate is obtained as follows: 
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 tan𝜙𝑝𝑒𝑎𝑘 = tan𝜙𝑄𝑆 + 𝑎𝜙(𝜉𝜀′)𝑏𝜙 (88) 

where 𝑎𝜙 = 𝑘𝑎𝐼 and 𝑏𝜙 = 𝑏𝐼. Eq. (89), which is similar to the model of Cowper-

Symonds (1957), can represent the viscoelastic behavior of non-cohesive particulate 

assemblies very well. As 𝑏𝜙 is less than unity, a shear-thinning behavior is perceived. 

 

7.2.2. Approximation Methods 

Two methods were proposed to estimate the quasi-static strain rate, and three 

methods were presented to approximate the peak friction coefficient of particulate 

samples. 

 

Approximation of Quasi-Static Strain Rate Using High Strain Rate Simulations 

By setting the damping ratio to a value greater than or equal to the optimum damping 

ratio, Eq. (98) simplifies to 𝐼𝑀𝑜𝑚 = 𝑎𝜀′𝑏. By conducting two or three simulations at high 

strain rates and measuring the moment index values, 𝑎 and 𝑏 parameters can be specified 

by conducting a linear regression. Then, the quasi-static strain rate can be estimated by 

letting 𝐼𝑀𝑜𝑚 = 𝐼𝑄𝑆. 

 

Prediction of Quasi-Static Strain Rate without Simulation 

The effects of density, elastic modulus, and characteristic size of particles on the 

quasi-static strain rate were ruled out by employing the dimensionless scheme. Then, the 

dimensionless quasi-static strain rate, 𝜀𝑄𝑆′ , was shown to depend on the initial void ratio, 

𝑒0, dimensionless confining pressure, 𝜎�0 (i.e., confining pressure normalized by the 
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elastic modulus), and the particle-size distribution of samples.  

The relationship of 𝜀𝑄𝑆′  with 𝑒0 can be approximated by a power function whose 

exponent is equal to −4. As 𝑒0 increases, 𝜀𝑄𝑆′  decreases. The relationship of 𝜀𝑄𝑆′  with 𝜎�0 

can be approximated by a power function whose exponent is equal to 0.67. As 𝜎�0 

increases, 𝜀𝑄𝑆′  increases. In order to determine the relationship between 𝜀𝑄𝑆′  and particle-

size distribution, a characteristic parameter is needed. It was shown that the dispersity 

index, which was defined as the ratio of the average of particle sizes by weight to the 

minimum particle size, i.e., Δ = 𝑑Avg
𝑑min

, suits this aim. The relationship between 𝜀𝑄𝑆′  and Δ 

can be expressed by a power function approximately. However, the exponent was 

different for the conventional and the size-dependent damping models. The exponent was 

determined equal to −2 and −2.5 for those damping models, respectively. The wider the 

particle-size distribution of sample, the greater the dispersity index and the lower 𝜀𝑄𝑆′ . 

By combining the individual relationships of 𝜀𝑄𝑆′  with 𝑒0, 𝜎�0, and Δ, dimensionless 

equations were proposed to predict 𝜀𝑄𝑆′  for 𝐼𝑄𝑆 = 0.1%. Then, these equations were 

generalized for 𝐼𝑄𝑆 > 0.1%, and the dimensional forms were presented for the 

conventional and size-dependent mass-damping models as follows: 

 

⎩
⎪
⎨

⎪
⎧𝜀𝑄̇𝑆 =

0.27𝑑min𝜎𝑐0.67𝐼𝑄𝑆
𝑑Avg2 𝜌0.5𝐸0.17𝑒04

  ;   for ND model

𝜀𝑄̇𝑆 =
0.27𝑑min1.5 𝜎𝑐0.67𝐼𝑄𝑆
𝑑Avg2.5 𝜌0.5𝐸0.17𝑒04

;     for OD model

� (89) 

The cross-validation through the comparison of the resulting values using the 

predictive equations with the values obtained from the simulations for a leave-out sample 
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was carried out. Moreover, the comparison of the values obtained using the predictive 

equation with those using the inertial number (da Cruz et al., 2005) demonstrated the 

superiority of the proposed equations. In addition, it was shown that the size-dependent 

damping model improves the quasi-static strain rate by √Δ times approximately. Note 

that the dispersity index is always greater or equal to unity. 

 

First Approximation Method for Peak Friction Coefficient based on Damping 

The relationship between the peak friction coefficient and the moment index, i.e., Eq. 

(88), is used in this method. A few simulations (three or more) are performed at a 

selected high strain rate with different damping ratios greater than or equal to the 

optimum damping ratio, and the peak friction coefficients and the moment index values 

are measured. Then, using a linear regression and regarding the fact that 𝜀′ is constant, 

Eq. (88) is fitted and 𝜙𝑄𝑆 is obtained. 

 

Second Approximation Method for Peak Friction Coefficient based on Strain Rate 

The relationship between the peak friction coefficient and the moment index, i.e., Eq. 

(88), is used in this method as well. A few simulations (three or more) are performed 

using a constant damping ratio greater than or equal to the optimum damping ratio at 

different high strain rates, and the peak friction coefficients and moment index values are 

measured. Then, using a linear regression and regarding the fact that 𝜉 is constant, Eq. 

(88) is fitted and 𝜙𝑄𝑆 is obtained. 
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Third Approximation Method of Peak Friction Coefficient using Viscoelastic Model 

The relationship between the peak friction coefficient and strain rate, i.e., Eq. (89), is 

used in this method. A few simulations (three or more) are performed using the optimum 

damping ratio at different high strain rates, and the peak friction coefficients are 

measured. Then, using the least squares method and regarding the fact that 𝜉 is constant, 

Eq. (89) is fitted and 𝜙𝑄𝑆 is obtained. Note that this method involves nonlinear regression 

and results in a lower precision than the previous method. 

 

7.3. Suggestions for Future Works 

Following are some suggestions for future studies that we believe may help to get a 

deeper insight into the discrete element modeling and improve DEM efficiency in the 

applications through selecting suitable models and parameters. 

 

1. Constant 𝜉𝜀′ phenomenon 

It was observed that for a specific model with a constant product of damping ratio 

and strain rate (if the damping ratio is greater than or equal to the optimum damping 

ratio), any combination of the damping ratio and strain rate results in an identical 

mechanical response except for resulting in different particle velocities. This was 

observed in the numerical tests of the present study; however, the analytical reason 

behind that was not known. Finding the analytical reason can be very valuable 

 

2. Comparison of different damping models 

Two mass-proportional damping models were tested and compared. The proposed 

size-dependent model, in comparison to the conventional mass-damping model, 
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demonstrated improvement in the equilibrium state of samples and enabled the 

application of higher strain rates while maintaining the quasi-static conditions. Other 

damping models exist that work in the contact level rather than the particle level, e.g., the 

local hysteretic damping model (Cundall, 1987), in which the damping forces of contacts 

are proportional to the contact force, and the local viscous damping model (Cleary, 

2000), where the damping forces of contact are proportional to the relative velocity of 

contacting particles. In these local models, contact damping forces are summed and 

added to the equilibrium equations of the particles. It is suggested to compare these 

models to the size-dependent damping model in terms of the equilibrium state using the 

moment index. Also, determining suitable damping amounts for these models in terms of 

damping ratio can be beneficial. 

 

3. Determining suitable damping ratio and strain rate for undrained conditions 

The optimum damping ratio and quasi-static strain rate were determined for 

simulations in drained conditions. Suitable parameters may differ for testing in drained 

and undrained conditions. Drained tests are usually carried out by applying very low 

strain rates to simulate long-term loading conditions in quasi-static state, whereas 

undrained tests simulate the effect of short-term loads, such as earthquakes and 

landslides, and cannot be considered quasi-static, as particle velocities are relatively high, 

and thus, the inertia induced effects cannot be neglected. It was shown that damping ratio 

and strain rate may affect material response significantly, such that, for example, a loose 

sample may behave like a dense sample if a high strain rate or damping ratio is applied. 

Therefore, determining a suitable damping ratio and strain rate to be used in tests with 

undrained conditions is of a great value. 
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Appendix 1. Relationship between Critical Time Step and Characteristic Time 

Most DEM codes use either the central difference time integration algorithm or a 

slightly modified version of it to solve the governing equations, i.e. Eqs. (42) and (43). 

The time increment used in this method must be smaller than the critical time step to 

avoid numerical instability. The critical time step is related to the highest natural 

frequency of the system, 𝜔𝑚𝑎𝑥, via the following equation (Belytschko, 1983): 

 𝛥𝑡𝑐 =
2

𝜔𝑚𝑎𝑥
 (90) 

Different approaches, such as that shown in Table 48, have been proposed to 

estimate the critical time increment. Our critical time step is calculated as follows 

(Šmilauer and Chareyre, 2010): 

 𝛥𝑡c = 2𝑅𝑚𝑖𝑛�
𝜌
𝐸

 (91) 

Based on our choice of the characteristic length in Eq. (15), we get 

 𝛥𝑡𝑐 = 𝑇0 (92)  

 
Table 48 Estimate of critical time step for central difference time integration in DEM 

Reference Equation Estimation Base Comments 

Sheng et al. 
(2004) Δ𝑡c =

𝜋𝑅𝑚𝑖𝑛

𝛼
�
𝜌
𝐺

 Rayleigh wave speed 
𝐺 =

𝐸
2(1 + 𝜈) †  

 
𝛼 ≃ 0.163𝜈 + 0.8766 

Šmilauer 
and 

Chareyre 
(2010) 

Δ𝑡c = 𝑙𝑚𝑖𝑛�
𝜌
𝐸

 Sonic speed 𝑙𝑚𝑖𝑛 = �
2𝑅𝑚𝑖𝑛; for periodic BC

𝑅𝑚𝑖𝑛; for rigid BC       
� 

† 𝜈 is Poisson’s ratio and 𝐺 is the shear modulus of the particles. 
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Appendix 2. Definition of Damping Ratio for Mass-Proportional Damping 

The damping constant in translational motion can be determined in terms of mass, 

giving the so-called mass-proportional damping: 

 𝑐𝑖 = 𝛼𝑖𝑚𝑖 (93) 

where 𝛼𝑖 is the coefficient of mass-proportional damping. 

According to the classical dynamics, the critical damping of the particle, 𝑐𝑖𝑐, is 

defined as: 

 𝑐𝑖𝑐 = 2𝑚𝑖𝜔𝑖 (94) 

where 𝜔𝑖 is natural frequency of the particle i. 

Damping can be expressed in terms of the critical damping and a damping ratio as 

 𝑐𝑖 = 𝑐𝑖𝑐 𝜉 (95) 

where 𝜉 is the mass-proportional damping ratio, which is equal for all of the particles in 

an assembly. 

Eqs. (95) and (96) give 

 𝑐𝑖 = 2𝑚𝑖𝜔𝑖𝜉 (96) 

Eqs. (97) and (94) give 

 𝛼𝑖 = 2𝜔𝑖𝜉 (97) 

There is no universal closed-form solution for computing the exact 𝜔𝑖 for particulate 

assemblies. Using Eqs. (91) and (92), the highest natural frequency of the entire assembly 

is approximated as follows: 

 𝜔𝑚𝑎𝑥 =
1

𝑅𝑚𝑖𝑛
�
𝐸
𝜌

 (98) 
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In practice, a constant value, 𝛼0, is used for mass-proportional damping in an 

assembly for all of the particles of different sizes, i.e. 

 𝛼0 = 2𝜔0𝜉 (99) 

Letting 𝜔0 = 𝜔𝑚𝑎𝑥 means that this damping is customized for the highest natural 

frequency of the assembly, which is attributable to the smallest particle. With this 

assumption, and using Eq. (99), one gets: 

 𝛼0 =
2𝜉
𝑅𝑚𝑖𝑛

�
𝐸
𝜌

 (100) 

Recalling Eqs. (15) and (16), we have 

 𝛼0 =
4𝜉
𝑇0

 (101) 

Also, 𝛼0 is used for the rotational degrees of freedom as in Eq. (28). 
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Appendix 3. Dimensionless Forces and Moments are independent of 𝝆, 𝑬, and 𝑳𝟎. 

In Eq. (37), the contact force of the adjacent particle j that acts on the particle i is the 

vector sum of the normal and tangential components of the contact force, respectively, 

i.e. 

 𝐹𝑖𝑗𝑐 = 𝐹𝑖𝑗𝑛 + 𝐹𝑖𝑗𝑡  (102) 

In this study, the Hertzian contact model is used for the normal component of the 

contact force, 𝐹𝑖𝑗𝑛, whose magnitude, �𝐹𝑖𝑗𝑛�, can be calculated using the following 

equation: 

 �∆𝑖𝑗�
3

=
9�𝐹𝑖𝑗𝑛�

2

16𝑅𝑖𝑗∗ 𝐸𝑖𝑗∗
2 (103) 

In this equation, ∆𝑖𝑗 is the overlap vector developed between contacting particles, i 

and j. The equivalent particle radius, 𝑅𝑖𝑗∗ , and the effective elastic modulus,  𝐸𝑖𝑗∗ , for the 

contact between particle i and particle j are given by: 

 𝑅𝑖𝑗∗ =
𝑅𝑖𝑅𝑗
𝑅𝑖+𝑅𝑗

 (104) 

where 𝑅𝑖 is the average radius of particle i and 

 
1
𝐸𝑖𝑗∗

=
1 − 𝜈𝑖2

𝐸𝑖
+

1 − 𝜈𝑗2

𝐸𝑗
 (105) 

𝜈𝑖 is the Poisson’s ratio of the material of particle i. If the material properties of the 

particles are the same, i.e. 𝐸𝑖 = 𝐸𝑗 = 𝐸 and 𝜈𝑖 = 𝜈𝑗 = 𝜈,  employing Eq. (106), the 

following expression can be used for the effective elastic modulus: 

 𝐸∗ = 𝐸𝑖𝑗∗ =
𝐸

2(1— 𝜈2)
 (106) 
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Then, Eq. (104) can be rewritten using Eq. (105) and (107) as follows: 

 �𝐹𝑖𝑗𝑛� =
2𝐸

3(1 − 𝜈2)
�𝑅𝑖𝑅𝑗�𝛥𝑖𝑗�

3

𝑅𝑖 + 𝑅𝑗
 (107) 

We define a dimensionless counterpart for the normal component of the contact 

force, whose magnitude is given as follows: 

 �𝐹�𝑖𝑗𝑛� =
2

3(1 − 𝜈2)
�𝑅
�𝑖𝑅�𝑗�𝛥̅𝑖𝑗�

3

𝑅�𝑖 + 𝑅�𝑗
 (108) 

In Eq. (109), the dimensionless radius of the particles i and j and their dimensionless 

overlap are given by the following equations, respectively: 

 𝑅�𝑖 =
𝑅𝑖
𝐿0

 (109) 

 𝛥̅𝑖𝑗 =
𝛥𝑖𝑗
𝐿0

 (110) 

Using Eq. (108) and (109), one gets 

 �𝐹𝑖𝑗𝑛� = 𝐸𝐿02�𝐹�𝑖𝑗𝑛� (111) 

Therefore, 

 𝐹𝑖𝑗𝑛 = 𝐸𝐿02𝐹�𝑖𝑗𝑛 (112) 

�𝐹�𝑖𝑗𝑛� in Eq. (109) is constant as 𝑅�𝑖, 𝑅�𝑗, and 𝛥̅𝑖𝑗 are constant according to the 

assumption of a constant initial dimensionless geometry in Section 3.4, and 𝜈 is a 

dimensionless constant. Thus, 𝐹�𝑖𝑗𝑛 is constant in Eq. (113).  

Eq. (113) can also be used if the linear contact model is utilized. In that case, the 

normal stiffness must be expressed in the form of 𝐾𝑛 = 𝑘𝑛𝐸𝑅0, where 𝑘𝑛 is a 

dimensionless coefficient. Then the dimensionless normal contact force will be 𝐹�𝑖𝑗𝑛 =
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𝑘𝑛𝛥̅𝑖𝑗. 

A simplified tangential contact force model based on Mindilin and Deresiewicz 

(1953) with a truncation that justifies Coulomb-type friction (Lin and Ng, 1997) is used 

in this study: 

 𝐹𝑖𝑗𝑡 = �𝐾𝑖𝑗𝑡 (𝑡)
𝑡2

𝑡=𝑡1

𝛥𝑖𝑗𝑡 (𝑡) ,              �𝐹𝑖𝑗𝑡 � ≤ 𝜇�𝐹𝑖𝑗𝑛� (113) 

Note that the tangential force has to be calculated incrementally as it is path 

dependent. In Eq. (114), 𝑡1 and 𝑡2 are the time at which contact begins and the current 

time, respectively. 𝛥𝑖𝑗𝑡 (𝑡) is the tangential projection of the contact overlap increment at 

time t, and 𝐾𝑖𝑗𝑡 (𝑡) is the tangential stiffness of the contact at t, which is given by the 

following equation by suppressing the time argument (𝑡). 

 𝐾𝑖𝑗𝑡 =
2(1 − 𝜈)
(2 − 𝜈)

𝐾𝑖𝑗𝑛 (114) 

where 𝐾𝑖𝑗𝑛 is the normal contact stiffness and is given by 

 𝐾𝑖𝑗𝑛 =
d�𝐹𝑖𝑗𝑛�
d�𝛥𝑖𝑗�

 (115) 

or 

 𝐾𝑖𝑗𝑛 =
𝐸

(1 − 𝜈2)
�
𝑅𝑖𝑅𝑗�𝛥𝑖𝑗�
𝑅𝑖+𝑅𝑗

 (116) 

Eq. (115) and (117) give 

 𝐾𝑖𝑗𝑡 =
2𝐸

(2 − 𝜈)(1 + 𝜈)
�
𝑅𝑖𝑅𝑗�𝛥𝑖𝑗�
𝑅𝑖+𝑅𝑗

 (117) 

Substituting Eq. (118) in Eq. (114) gives 
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𝐹𝑖𝑗𝑡 =

2𝐸
(2 − 𝜈)(1 + 𝜈)�

𝑅𝑖𝑅𝑗
𝑅𝑖+𝑅𝑗

� 𝛥𝑖𝑗𝑡 (𝑡)��𝛥𝑖𝑗(𝑡)�
𝑡2

𝑡=𝑡1

 ,              �𝐹𝑖𝑗𝑡 �

≤ 𝜇�𝐹𝑖𝑗𝑛� 

(118) 

We define the following dimensionless tangential force: 

 
𝐹�𝑖𝑗𝑡 =

2
(2 − 𝜈)(1 + 𝜈)

�
𝑅�𝑖𝑅�𝑗
𝑅�𝑖 + 𝑅�𝑗

� 𝛥̅𝑖𝑗𝑡 (𝜏)��𝛥̅𝑖𝑗(𝜏)�
𝜏2

𝜏=𝜏1

 ,              �𝐹�𝑖𝑗𝑡 �

≤ 𝜇�𝐹�𝑖𝑗𝑛� 

(119) 

Using Eqs. (110) to (112) and (120) and (119) and letting 𝛥𝑖𝑗𝑡 = 𝐿0𝛥̅𝑖𝑗𝑡  gives the 

following relationship, which is comparable to Eq. (113): 

 𝐹𝑖𝑗𝑡 = 𝐸𝐿02𝐹�𝑖𝑗𝑡  (120) 

Similar to 𝐹�𝑖𝑗𝑛, 𝐹�𝑖𝑗𝑡  is constant according to the assumptions. 

We define the dimensionless contact force as: 

 𝐹�𝑖𝑗𝑐 = 𝐹�𝑖𝑗𝑛 + 𝐹�𝑖𝑗𝑡  (121) 

We have shown that 𝐹�𝑖𝑗𝑛 and 𝐹�𝑖𝑗𝑡  in Eqs. (113) and (121), respectively, are constant. 

Therefore, 𝐹�𝑖𝑗𝑐  is constant as well. Using Eqs. (103), (113), (121), and (122), the 

following equation is obtained: 

 𝐹𝑖𝑗𝑐 = 𝐸𝐿02𝐹�𝑖𝑗𝑐  (122) 

Thus, the sum of the contact forces acting on particle i becomes 

 �𝐹𝑖𝑗𝑐
𝑛𝑖

𝑗=1

= 𝐸𝐿02 �𝐹�𝑖𝑗𝑐
𝑛𝑖

𝑗=1

 (123) 

or 
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 𝐹𝑖
𝑝 = 𝐸𝐿02𝐹�𝑖

𝑝 (124) 

where 𝐹�𝑖
𝑝 is constant based on the assumptions. 

In Eq. (38), 𝑀𝑖𝑗
𝑐 = 𝑅𝑖𝑗𝑐 × 𝐹𝑖𝑗𝑐  is the moment due to the contact that particle j applies, 

acting on particle i, in which 𝑅𝑖𝑗𝑐  is the vector directed from the centroid of particle i to 

the center of the interface area of contact with particle j. Using Eq. (123) and letting 

𝑅𝑖𝑗𝑐 = 𝐿0𝑅�𝑖𝑗𝑐  and 𝑀�𝑖𝑗𝑐 = 𝑅�𝑖𝑗𝑐 × 𝐹�𝑖𝑗𝑐 , the sum of the contact moments acting on particle i, i.e. 

∑ 𝑀𝑖𝑗
𝑐𝑛𝑖

𝑗=1 , is decomposed into its dimensional and dimensionless parts: 

 �𝑀𝑖𝑗
𝑐

𝑛𝑖

𝑗=1

= 𝐸𝐿03 �𝑀�𝑖𝑗𝑐
𝑛𝑖

𝑗=1

 (125) 

Therefore, 

 𝑀𝑖
𝑝 = 𝐸𝐿03𝑀�𝑖

𝑝 (126) 

Note that 𝑀�𝑖
𝑝 is also constant according to the assumptions. 

We have shown that dimensionless forces and moments depend solely on 

dimensionless geometry and are invariant with respect to 𝜌, 𝐸, and 𝐿0. 
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Appendix 4. Dimensionless Stress is independent of 𝝆, 𝑬, and 𝑳𝟎. 

The stress developed within an assembly of particles in the ij-plane, 𝜎𝑖𝑗  (i.e. the ij 

component of the stress tensor), is calculated using the following equation: 

 𝜎𝑖𝑗 =
1
𝑉
�𝐿𝑖𝑐𝐹𝑗𝑐
𝑛𝑐

𝑐=1

 (127) 

where V is the volume of the assembly, including the voids, 𝑛𝑐 is the number of the 

contacts, and 𝐿𝑖𝑐 is the projection of 𝐿𝑐 in the i-direction. That is, 𝐿𝑖𝑐 = 𝐿𝑐 ⋅ 𝑒̂𝑖, where 𝐿𝑐 is 

called the branch vector of the contact, c, that connects the centroids of the two particles 

in contact, with 𝑒̂𝑖 being the unit vector of the i-direction. 𝐹𝑗𝑐 is the projection of 𝐹𝑐 in the 

j-direction, i.e. 𝐹𝑗𝑐 = 𝐹𝑐 ⋅ 𝑒̂𝑗, in which 𝐹𝑐 is the force of contact c. 

By substituting the dimensionless volume from Eq. (18), the dimensionless contact 

branch length with 𝐿�𝑐 = 𝐿𝑐/𝐿0, and the dimensionless contact force with 𝐹�𝑐 = 𝐹𝑐/𝐸𝐿02   

in Eq. (128), one gets 

 𝜎𝑖𝑗 =
𝐸
𝑉�
�𝐿�𝑖𝑐𝐹�𝑗𝑐
𝑛𝑐

𝑐=1

 (128) 

We define a dimensionless stress tensor 𝜎�𝑖𝑗 as 

 𝜎�𝑖𝑗 =
1
𝑉�
�𝐿�𝑖𝑐𝐹�𝑗𝑐
𝑛𝑐

𝑐=1

 (129) 

Therefore, the relationship between the stress tensor and its dimensionless 

counterpart is established as follows: 

 𝜎𝑖𝑗 = 𝜎�𝑖𝑗𝐸 (130) 
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Appendix 5. Constant Strain Rate Boundary Conditions in Dimensionless DEM 

Boundary conditions (BC) can be either periodic or rigid in type.  

If the periodic BC are used, the position of every particle, 𝑥𝑖, is updated at each time 

step, ∆𝑡, by: 

 𝑥𝑖 = 𝑋𝑖 + �𝐼 + 𝜀̇ 𝛥𝑡�𝑥𝑖𝑜𝑙𝑑  (131) 

where 𝑥𝑖𝑜𝑙𝑑 is the position vector of the particle at the end of the previous time step. 

In practice, the time step is a fraction of the critical time increment, i.e. 

 𝛥𝑡 = 𝑐𝑡𝛥𝑡𝑐 (132) 

where 𝑐𝑡, the time step ratio, is a constant less than one. Šmilauer and Chareyre (2010) 

recommend that 𝑐𝑡 = 0.3. Using Eqs. (31), (32), (93), (132), and (133), we get: 

 𝑥𝑖/𝐿0 = 𝑋�𝑖 + �𝐼 + 𝑐𝑡𝜀′�𝑥𝑖𝑜𝑙𝑑/𝐿0 (133) 

By defining the dimensionless positions, 𝑥̅𝑖 = 𝑥𝑖/L0 and 𝑥̅𝑖𝑜𝑙𝑑 = 𝑥𝑖𝑜𝑙𝑑/𝐿0, the 

following expression is derived for the periodic BC in the natural units: 

 𝑥̅𝑖 = 𝑋�𝑖 + �𝐼 + 𝑐𝑡𝜀′�𝑥̅𝑖𝑜𝑙𝑑  (134) 

If the rigid BC are used, positions of the walls, 𝑥𝑤, are updated at each time step by 

 𝑥𝑤 = �𝐼 + 𝜀̇ 𝛥𝑡�𝑥𝑤𝑜𝑙𝑑 (135) 

where 𝑥𝑤𝑜𝑙𝑑 is the position vector of the walls at the end of the previous time step.  

Using Eqs. (31), (93), (133), and (136), we get: 

 𝑥𝑤/𝐿0 = �𝐼 + 𝑐𝑡𝜀′�𝑥𝑤𝑜𝑙𝑑/𝐿0  (136) 

By defining the dimensionless wall positions, 𝑥̅𝑤 = 𝑥𝑤/𝐿0 and 𝑥̅𝑤𝑜𝑙𝑑 = 𝑥𝑤𝑜𝑙𝑑/𝐿0, the 

following expression is derived for the rigid BC in the natural units: 

 𝑥̅𝑤 = �𝐼 + 𝑐𝑡𝜀′�𝑥̅𝑤𝑜𝑙𝑑  (137) 
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Appendix 6. Derivation of Dimensionless DEM Formulation 

All of the coefficients on the left-hand side and the entire right-hand side of Eq. (44) 

are constant. Hence, 𝑋�𝑖, 𝑋�𝑖′, and 𝑋�𝑖′′ are invariant with respect to 𝜌, 𝐸, and 𝐿0. Therefore, 

the dimensionless displacement and, consequently, the position, velocity, and 

acceleration of particle i due to equilibrium are invariant with respect to those parameters 

at the end of the first time step, right before the application of the additional 

displacement, which is induced by a uniform strain rate field.  

Similarly, all of the coefficients on the left-hand side and the entire right-hand side of 

Eq. (45) are constant. Hence, 𝜃𝑖, 𝜃𝑖′, and 𝜃𝑖′′ are invariant with respect to 𝜌, 𝐸, and 𝐿0. 

The rotation and, thereby, the orientation and the dimensionless angular velocity and 

acceleration of particle i due to equilibrium are invariant with respect to those parameters 

at the end of the first time step, right before the application of the boundary conditions 

that the strain rate field induces. Now, the boundary conditions need to be examined: 

𝜀0′ , referring to the assumptions, is constant. Also, 𝑥̅𝑖𝑜𝑙𝑑 = 𝑥𝑖𝑜𝑙𝑑/𝐿0 is constant based on 

the assumption of a constant dimensionless initial geometry. As 𝑐𝑡 is the same for 

dimensional and dimensionless cases, and regarding Eq. (17), one time step in the regular 

time scale, ∆𝑡, corresponds to one time step in the dimensionless time scale, ∆𝜏. Thus, the 

𝑛th cycle in the dimensionless time scale and the 𝑛th cycle in the dimensional time scale 

are correlated. To update the boundary conditions, the dimensionless position of particle i 

is calculated through Eq. (135) or (138). As 𝑋�𝑖, which comes from Eq. (44), is invariant 

with respect to 𝜌, 𝐸, and 𝐿0, 𝑥̅𝑖 is also invariant with respect to those parameters at the 

end of the first time step. 
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Since this is true for all of the particles in the assembly, the dimensionless geometry 

of the problem (i.e. the positions and overlaps that 𝐿0 normalizes) is independent of 𝜌, 𝐸, 

and 𝐿0 at the end of the first time step. Therefore, the dimensionless geometry at every 

time step is not a function of 𝜌, 𝐸, and 𝐿0. The independence of the normalized 

movements of particles passes to the next time step and goes on in the subsequent time 

increments. This applies to the moments and rotational degrees of freedom as well. 

In other words, any typical particle in the problem at a specific time step has constant 

dimensionless overlaps in Eqs. (109) and (120), which, in turn, yield constant 

dimensionless forces in Eq. (44) and dimensionless moments in Eq. (45). These are the 

forces and moments that run the equations of motion. Therefore, the dimensionless 

geometry remains unchanged with 𝜌, 𝐸, and 𝐿0 at every time increment. 

Eqs. (44), (45), and (135) or (138) apply to all of the particles in the assembly. As 

characteristic time and length are the same for the force and moment equilibrium 

equations of all particles, they move at the same pace. Therefore, their dimensionless 

positions and orientation with respect to each other, and the overall dimensionless 

geometry will remain invariant with respect to the scaling parameters, 𝜌, 𝐸, and 𝐿0, at 

any time step. 

  



www.manaraa.com

 

208 
 

Appendix 7. Sample Preparation Results 

Table 49 Void ratios of samples created with the automatic three-phase algorithm 

𝜇1 𝜎𝑐 = 39 kPa 𝜎𝑐 = 390 kPa 𝜎𝑐 = 3900 kPa 𝜎𝑐 = 39000 kPa 
0.00 0.507 0.486 0.463 0.427 
0.01 0.513 0.486 0.466 0.423 
0.02 0.516 0.488 0.465 0.422 
0.03 0.527 0.498 0.471 0.428 
0.04 0.542 0.514 0.497 0.461 
0.05 0.558 0.537 0.524 0.486 
0.06 0.573 0.555 0.544 0.504 
0.08 0.597 0.584 0.573 0.529 
0.10 0.616 0.604 0.594 0.548 
0.12 0.635 0.623 0.613 0.565 
0.14 0.651 0.638 0.629 0.581 
0.16 0.663 0.652 0.641 0.591 
0.18 0.675 0.663 0.653 0.605 
0.20 0.686 0.677 0.667 0.615 
0.22 0.696 0.685 0.674 0.623 
0.24 0.703 0.690 0.682 0.633 
0.26 0.712 0.700 0.692 0.639 
0.28 0.720 0.709 0.699 0.647 
0.30 0.726 0.715 0.708 0.657 
0.32 0.732 0.723 0.716 0.662 
0.34 0.735 0.722 0.718 0.664 
0.36 0.736 0.733 0.726 0.668 
0.38 0.742 0.735 0.733 0.676 
0.40 0.734 0.739 0.736 0.683 
0.42 0.736 0.745 0.740 0.683 
0.44 0.736 0.745 0.748 0.688 
0.47 0.738 0.749 0.750 0.693 
0.50 0.738 0.742 0.748 0.693 
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Appendix 8. Output parameters of models in Chapter 5 

Table 50 Output parameters of models  (Cont.) 

# Model εPeak φmax (degree) UFR IMom EKin (μJ) 
1 A5-ND-0.05 0.24% 29.49 4.832% 13.801% 3.49E+05 
2 A5-ND-0.10 0.24% 29.73 4.983% 10.750% 3.02E+05 
3 A5-ND-0.12 0.32% 29.89 4.930% 9.760% 2.79E+05 
4 A5-ND-0.15 0.32% 30.13 5.005% 8.638% 2.58E+05 
5 A5-ND-0.20 1.80% 30.98 5.246% 7.216% 2.32E+05 
6 A5-ND-0.30 2.04% 32.57 4.943% 5.393% 1.93E+05 
7 A5-ND-0.40 2.08% 33.84 4.755% 4.557% 1.69E+05 
8 A5-ND-0.50 2.12% 34.51 4.786% 4.311% 1.53E+05 
9 A5-ND-0.60 2.16% 35.17 4.947% 4.326% 1.41E+05 

10 A5-ND-0.80 2.20% 36.32 5.493% 4.652% 1.25E+05 
11 A5-ND-1.00 2.12% 37.36 5.939% 4.999% 1.11E+05 
12 A5-ND-2.00 2.32% 40.90 8.290% 6.944% 8.21E+04 
13 A5-ND-5.00 2.80% 46.30 12.205% 10.355% 5.38E+04 
14 A5-OD-0.05 2.32% 30.52 3.039% 8.114% 2.33E+05 
15 A5-OD-0.10 1.92% 33.08 3.220% 5.864% 1.78E+05 
16 A5-OD-0.12 2.04% 33.87 3.157% 5.497% 1.62E+05 
17 A5-OD-0.15 1.84% 34.64 3.682% 5.462% 1.42E+05 
18 A5-OD-0.20 2.12% 36.17 4.650% 5.947% 1.25E+05 
19 A5-OD-0.30 2.16% 38.30 6.260% 7.034% 1.03E+05 
20 A5-OD-0.40 2.28% 39.85 7.501% 7.990% 8.95E+04 
21 A5-OD-0.50 2.28% 41.15 8.457% 8.894% 8.10E+04 
22 A5-OD-0.60 2.32% 42.31 9.259% 9.672% 7.44E+04 
23 A5-OD-0.80 2.52% 44.07 10.647% 10.833% 6.50E+04 
24 A5-OD-1.00 2.84% 45.42 11.707% 11.827% 5.79E+04 
25 A5-OD-2.00 2.92% 49.66 14.930% 15.232% 4.10E+04 
26 A5-OD-5.00 3.24% 54.99 18.500% 19.380% 2.44E+04 
27 A5-WD-0.00 0.24% 28.54 5.074% 17.466% 5.32E+05 
28 A6-ND-0.05 1.72% 25.35 1.369% 3.702% 1.22E+04 
29 A6-ND-0.10 1.84% 25.87 1.357% 2.811% 9.68E+03 
30 A6-ND-0.12 1.60% 26.59 1.237% 2.171% 8.70E+03 
31 A6-ND-0.15 2.12% 26.27 1.301% 2.124% 7.84E+03 
32 A6-ND-0.20 2.40% 26.95 1.124% 1.492% 6.98E+03 
33 A6-ND-0.30 2.28% 27.57 0.980% 1.028% 5.45E+03 
34 A6-ND-0.40 1.76% 27.77 0.823% 0.773% 4.99E+03 
35 A6-ND-0.50 2.28% 28.16 0.785% 0.713% 4.26E+03 
36 A6-ND-0.60 2.20% 28.44 0.864% 0.754% 3.91E+03 
37 A6-ND-0.80 2.08% 29.05 1.040% 0.893% 3.40E+03 
38 A6-ND-1.00 2.36% 29.16 1.250% 1.039% 3.14E+03 
39 A6-ND-2.00 1.96% 30.66 2.056% 1.701% 2.24E+03 
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Table 50 Output parameters of models  (Cont.) 

# Model εPeak φmax (degree) UFR IMom EKin (μJ) 
40 A6-ND-5.00 2.04% 33.99 3.812% 3.125% 1.51E+03 
41 A6-OD-0.05 2.40% 26.68 0.961% 2.074% 7.88E+03 
42 A6-OD-0.10 2.24% 28.27 1.051% 1.494% 5.58E+03 
43 A6-OD-0.12 2.24% 27.93 1.054% 1.294% 5.11E+03 
44 A6-OD-0.15 2.64% 27.93 0.923% 1.113% 4.43E+03 
45 A6-OD-0.20 2.44% 28.98 1.066% 1.214% 3.72E+03 
46 A6-OD-0.30 1.96% 29.81 1.408% 1.607% 2.99E+03 
47 A6-OD-0.40 2.08% 30.27 1.732% 1.896% 2.63E+03 
48 A6-OD-0.50 2.16% 30.57 2.043% 2.263% 2.43E+03 
49 A6-OD-0.60 2.00% 31.10 2.375% 2.522% 2.16E+03 
50 A6-OD-0.80 2.08% 31.78 2.850% 3.071% 1.92E+03 
51 A6-OD-1.00 1.92% 32.94 3.314% 3.500% 1.67E+03 
52 A6-OD-2.00 2.04% 35.92 5.252% 5.501% 1.24E+03 
53 A6-OD-5.00 2.28% 41.00 8.601% 8.837% 7.99E+02 
54 A6-WD-0.00 0.84% 22.66 1.421% 6.361% 2.53E+04 
55 A7-ND-0.05 1.92% 25.20 0.659% 1.990% 6.44E+02 
56 A7-ND-0.10 0.76% 25.64 0.515% 1.126% 4.03E+02 
57 A7-ND-0.12 2.36% 26.20 0.463% 0.900% 3.41E+02 
58 A7-ND-0.15 1.84% 25.78 0.436% 0.727% 3.22E+02 
59 A7-ND-0.20 2.36% 26.12 0.386% 0.528% 2.53E+02 
60 A7-ND-0.30 2.08% 26.51 0.227% 0.251% 1.78E+02 
61 A7-ND-0.40 2.08% 27.10 0.149% 0.157% 1.44E+02 
62 A7-ND-0.50 2.28% 27.05 0.103% 0.094% 9.49E+01 
63 A7-ND-0.60 1.88% 26.52 0.124% 0.114% 1.01E+02 
64 A7-ND-0.80 1.88% 26.56 0.151% 0.137% 8.22E+01 
65 A7-ND-1.00 1.88% 27.28 0.178% 0.162% 7.51E+01 
66 A7-ND-2.00 2.24% 27.83 0.343% 0.294% 6.20E+01 
67 A7-ND-5.00 2.24% 28.23 0.714% 0.613% 4.18E+01 
68 A7-OD-0.05 2.16% 25.38 0.352% 0.753% 3.29E+02 
69 A7-OD-0.10 2.48% 26.21 0.226% 0.276% 1.92E+02 
70 A7-OD-0.12 2.28% 26.73 0.265% 0.294% 1.80E+02 
71 A7-OD-0.15 1.28% 26.18 0.269% 0.284% 1.65E+02 
72 A7-OD-0.20 2.28% 27.35 0.197% 0.219% 1.12E+02 
73 A7-OD-0.30 1.96% 27.16 0.224% 0.257% 8.70E+01 
74 A7-OD-0.40 2.68% 27.73 0.278% 0.323% 7.37E+01 
75 A7-OD-0.50 2.12% 26.93 0.329% 0.392% 6.80E+01 
76 A7-OD-0.60 1.72% 27.11 0.371% 0.458% 6.32E+01 
77 A7-OD-0.80 2.20% 27.74 0.492% 0.580% 5.72E+01 
78 A7-OD-1.00 2.16% 28.59 0.578% 0.673% 5.00E+01 
79 A7-OD-2.00 2.24% 29.19 1.034% 1.163% 3.80E+01 
80 A7-OD-5.00 2.04% 30.67 2.067% 2.204% 2.35E+01 



www.manaraa.com

 

211 
 

Table 50 Output parameters of models  (Cont.) 

# Model εPeak φmax (degree) UFR IMom EKin (μJ) 
81 A7-WD-0.00 1.00% 19.13 0.839% 4.770% 2.02E+03 
82 A8-ND-0.05 2.92% 24.45 0.377% 1.258% 1.50E+02 
83 A8-ND-0.10 2.88% 25.41 0.260% 0.565% 5.84E+01 
84 A8-ND-0.12 2.00% 26.09 0.218% 0.426% 4.04E+01 
85 A8-ND-0.15 2.00% 25.82 0.173% 0.288% 3.04E+01 
86 A8-ND-0.20 1.56% 25.45 0.136% 0.189% 1.90E+01 
87 A8-ND-0.30 2.28% 25.71 0.029% 0.031% 4.17E+00 
88 A8-ND-0.40 2.48% 25.51 0.029% 0.035% 4.51E+00 
89 A8-ND-0.50 1.96% 25.56 0.014% 0.015% 2.33E+00 
90 A8-ND-0.60 2.00% 26.01 0.018% 0.018% 2.25E+00 
91 A8-ND-0.80 2.24% 26.73 0.017% 0.016% 1.64E+00 
92 A8-ND-1.00 2.68% 26.50 0.021% 0.020% 1.55E+00 
93 A8-ND-2.00 2.52% 26.34 0.039% 0.038% 1.30E+00 
94 A8-ND-5.00 2.52% 26.74 0.101% 0.092% 1.11E+00 
95 A8-OD-0.05 2.32% 25.41 0.147% 0.308% 3.92E+01 
96 A8-OD-0.10 1.72% 25.80 0.070% 0.079% 1.26E+01 
97 A8-OD-0.12 1.64% 25.70 0.061% 0.061% 9.82E+00 
98 A8-OD-0.15 2.68% 26.48 0.044% 0.041% 6.17E+00 
99 A8-OD-0.20 1.48% 25.82 0.032% 0.034% 4.26E+00 

100 A8-OD-0.30 1.68% 26.07 0.026% 0.031% 2.16E+00 
101 A8-OD-0.40 2.24% 26.52 0.032% 0.042% 1.84E+00 
102 A8-OD-0.50 2.44% 26.91 0.038% 0.049% 1.56E+00 
103 A8-OD-0.60 1.80% 26.22 0.046% 0.058% 1.40E+00 
104 A8-OD-0.80 2.36% 26.30 0.062% 0.076% 1.35E+00 
105 A8-OD-1.00 1.88% 26.90 0.074% 0.093% 1.15E+00 
106 A8-OD-2.00 2.12% 26.98 0.139% 0.171% 9.12E-01 
107 A8-OD-5.00 1.92% 27.23 0.322% 0.378% 6.43E-01 
108 A8-WD-0.00 10.00% 20.52 0.642% 4.481% 9.04E+02 
109 B5-ND-0.05 3.20% 23.22 13.277% 5.228% 1.32E+06 
110 B5-ND-0.10 2.64% 23.58 10.591% 4.110% 1.16E+06 
111 B5-ND-0.12 3.52% 23.88 9.642% 3.725% 1.09E+06 
112 B5-ND-0.15 4.96% 24.03 8.531% 3.285% 1.04E+06 
113 B5-ND-0.20 3.32% 24.48 7.051% 2.717% 9.52E+05 
114 B5-ND-0.30 4.08% 25.35 5.010% 1.954% 8.21E+05 
115 B5-ND-0.40 3.24% 25.69 4.162% 1.658% 7.39E+05 
116 B5-ND-0.50 4.04% 26.28 3.888% 1.567% 6.67E+05 
117 B5-ND-0.60 3.36% 26.70 3.947% 1.598% 6.19E+05 
118 B5-ND-0.80 2.96% 27.57 4.444% 1.803% 5.46E+05 
119 B5-ND-1.00 2.64% 27.93 5.066% 2.043% 4.96E+05 
120 B5-ND-2.00 4.32% 30.55 7.864% 3.155% 3.63E+05 
121 B5-ND-5.00 3.80% 34.80 13.625% 5.401% 2.39E+05 
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Table 50 Output parameters of models  (Cont.) 

# Model εPeak φmax (degree) UFR IMom EKin (μJ) 
122 B5-OD-0.05 3.24% 23.20 12.793% 5.029% 1.29E+06 
123 B5-OD-0.10 3.56% 24.02 9.919% 3.846% 1.13E+06 
124 B5-OD-0.12 4.04% 23.94 8.974% 3.469% 1.07E+06 
125 B5-OD-0.15 2.20% 24.27 7.784% 2.999% 1.00E+06 
126 B5-OD-0.20 3.44% 24.79 6.231% 2.411% 9.05E+05 
127 B5-OD-0.30 4.52% 25.55 4.491% 1.784% 7.85E+05 
128 B5-OD-0.40 3.36% 26.04 3.943% 1.598% 6.92E+05 
129 B5-OD-0.50 3.36% 26.74 3.938% 1.610% 6.28E+05 
130 B5-OD-0.60 3.28% 27.18 4.178% 1.709% 5.78E+05 
131 B5-OD-0.80 3.04% 27.87 4.876% 1.988% 5.12E+05 
132 B5-OD-1.00 2.84% 28.56 5.592% 2.287% 4.64E+05 
133 B5-OD-2.00 3.56% 31.16 8.689% 3.523% 3.38E+05 
134 B5-OD-5.00 3.52% 35.63 14.874% 5.958% 2.22E+05 
135 B5-WD-0.00 3.32% 22.55 17.187% 6.908% 1.63E+06 
136 B6-ND-0.05 3.96% 22.66 2.563% 1.021% 2.98E+04 
137 B6-ND-0.10 3.76% 22.91 1.682% 0.648% 2.45E+04 
138 B6-ND-0.12 3.76% 23.06 1.429% 0.548% 2.30E+04 
139 B6-ND-0.15 3.52% 23.03 1.158% 0.446% 2.16E+04 
140 B6-ND-0.20 4.76% 23.28 0.838% 0.326% 1.91E+04 
141 B6-ND-0.30 4.68% 23.31 0.530% 0.212% 1.66E+04 
142 B6-ND-0.40 5.96% 23.34 0.453% 0.183% 1.46E+04 
143 B6-ND-0.50 2.96% 23.53 0.493% 0.201% 1.41E+04 
144 B6-ND-0.60 4.56% 23.86 0.548% 0.221% 1.34E+04 
145 B6-ND-0.80 3.84% 23.80 0.680% 0.275% 1.21E+04 
146 B6-ND-1.00 3.32% 24.05 0.809% 0.329% 1.12E+04 
147 B6-ND-2.00 3.68% 24.75 1.449% 0.586% 9.09E+03 
148 B6-ND-5.00 3.68% 26.22 2.959% 1.202% 6.48E+03 
149 B6-OD-0.05 5.04% 22.70 2.409% 0.957% 2.94E+04 
150 B6-OD-0.10 3.12% 22.96 1.488% 0.574% 2.33E+04 
151 B6-OD-0.12 3.92% 23.05 1.247% 0.479% 2.15E+04 
152 B6-OD-0.15 3.80% 23.09 0.976% 0.378% 2.06E+04 
153 B6-OD-0.20 2.52% 23.16 0.697% 0.275% 1.84E+04 
154 B6-OD-0.30 4.48% 23.47 0.474% 0.193% 1.55E+04 
155 B6-OD-0.40 4.80% 23.40 0.476% 0.195% 1.42E+04 
156 B6-OD-0.50 3.88% 23.60 0.535% 0.219% 1.32E+04 
157 B6-OD-0.60 4.52% 23.75 0.617% 0.252% 1.28E+04 
158 B6-OD-0.80 3.32% 23.86 0.773% 0.316% 1.15E+04 
159 B6-OD-1.00 2.60% 23.98 0.930% 0.381% 1.08E+04 
160 B6-OD-2.00 4.04% 25.19 1.640% 0.671% 8.57E+03 
161 B6-OD-5.00 3.00% 26.56 3.332% 1.361% 6.08E+03 
162 B6-WD-0.00 6.60% 22.16 4.603% 2.017% 4.61E+04 
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Table 50 Output parameters of models  (Cont.) 

# Model εPeak φmax (degree) UFR IMom EKin (μJ) 
163 B7-ND-0.05 3.76% 22.69 0.647% 0.308% 6.48E+02 
164 B7-ND-0.10 3.16% 22.81 0.306% 0.129% 5.15E+02 
165 B7-ND-0.12 4.56% 23.08 0.247% 0.101% 4.17E+02 
166 B7-ND-0.15 4.76% 23.22 0.174% 0.068% 3.73E+02 
167 B7-ND-0.20 4.56% 22.99 0.108% 0.043% 3.15E+02 
168 B7-ND-0.30 4.84% 22.89 0.057% 0.023% 2.56E+02 
169 B7-ND-0.40 3.20% 22.91 0.055% 0.022% 2.44E+02 
170 B7-ND-0.50 4.04% 23.06 0.057% 0.023% 2.29E+02 
171 B7-ND-0.60 6.44% 23.07 0.062% 0.025% 2.05E+02 
172 B7-ND-0.80 2.68% 23.00 0.082% 0.033% 2.00E+02 
173 B7-ND-1.00 2.80% 23.05 0.100% 0.040% 1.92E+02 
174 B7-ND-2.00 3.76% 23.23 0.190% 0.077% 1.64E+02 
175 B7-ND-5.00 2.92% 23.66 0.441% 0.177% 1.35E+02 
176 B7-OD-0.05 2.52% 22.65 0.559% 0.247% 6.16E+02 
177 B7-OD-0.10 2.40% 22.93 0.245% 0.099% 4.38E+02 
178 B7-OD-0.12 4.00% 23.14 0.214% 0.084% 3.94E+02 
179 B7-OD-0.15 5.96% 22.88 0.134% 0.053% 3.09E+02 
180 B7-OD-0.20 3.60% 22.88 0.094% 0.037% 3.20E+02 
181 B7-OD-0.30 5.52% 22.81 0.051% 0.021% 2.46E+02 
182 B7-OD-0.40 4.48% 23.17 0.054% 0.022% 2.26E+02 
183 B7-OD-0.50 3.52% 23.09 0.062% 0.025% 2.17E+02 
184 B7-OD-0.60 3.52% 23.17 0.073% 0.030% 2.05E+02 
185 B7-OD-0.80 4.40% 22.94 0.095% 0.039% 1.98E+02 
186 B7-OD-1.00 2.00% 22.95 0.116% 0.047% 1.85E+02 
187 B7-OD-2.00 3.40% 23.41 0.220% 0.089% 1.59E+02 
188 B7-OD-5.00 3.20% 23.90 0.502% 0.205% 1.28E+02 
189 B7-WD-0.00 1.12% 21.93 2.744% 1.492% 3.57E+03 
190 B8-ND-0.05 5.44% 22.89 0.391% 0.129% 6.74E+01 
191 B8-ND-0.10 4.04% 22.98 0.062% 0.032% 1.56E+01 
192 B8-ND-0.12 4.44% 23.16 0.043% 0.020% 1.12E+01 
193 B8-ND-0.15 5.56% 23.07 0.020% 0.008% 4.98E+00 
194 B8-ND-0.20 3.40% 22.79 0.017% 0.006% 5.64E+00 
195 B8-ND-0.30 2.80% 22.88 0.006% 0.002% 3.80E+00 
196 B8-ND-0.40 3.12% 22.84 0.005% 0.002% 3.63E+00 
197 B8-ND-0.50 3.32% 22.93 0.005% 0.002% 2.75E+00 
198 B8-ND-0.60 4.08% 23.22 0.006% 0.003% 2.74E+00 
199 B8-ND-0.80 3.28% 22.97 0.009% 0.003% 3.19E+00 
200 B8-ND-1.00 3.64% 22.71 0.010% 0.004% 2.68E+00 
201 B8-ND-2.00 2.52% 23.10 0.021% 0.008% 2.64E+00 
202 B8-ND-5.00 3.44% 23.10 0.051% 0.021% 2.17E+00 
203 B8-OD-0.05 4.24% 22.77 0.256% 0.088% 3.64E+01 
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Table 50 Output parameters of models  (Cont.) 

# Model εPeak φmax (degree) UFR IMom EKin (μJ) 
204 B8-OD-0.10 3.16% 23.12 0.046% 0.022% 1.17E+01 
205 B8-OD-0.12 2.04% 22.98 0.027% 0.012% 6.57E+00 
206 B8-OD-0.15 6.32% 23.02 0.016% 0.007% 5.46E+00 
207 B8-OD-0.20 9.60% 22.96 0.009% 0.004% 4.60E+00 
208 B8-OD-0.30 3.80% 23.02 0.005% 0.002% 3.65E+00 
209 B8-OD-0.40 3.96% 22.95 0.005% 0.002% 3.05E+00 
210 B8-OD-0.50 4.12% 23.06 0.006% 0.002% 2.67E+00 
211 B8-OD-0.60 7.16% 22.66 0.007% 0.003% 2.73E+00 
212 B8-OD-0.80 3.40% 22.92 0.010% 0.004% 2.85E+00 
213 B8-OD-1.00 3.48% 23.00 0.012% 0.005% 2.56E+00 
214 B8-OD-2.00 5.08% 22.82 0.024% 0.010% 2.52E+00 
215 B8-OD-5.00 5.60% 22.92 0.059% 0.024% 2.17E+00 
216 B8-WD-0.00 9.16% 21.35 17.083% 7.242% 3.30E+04 
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Appendix 9. Output parameters of models in Chapter 6 

Table 51 Output parameters of the (ND) and (OD) models  (Cont.) 

# Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 # Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 

1 121ND1e-5 0.20% 49.64 10.464% 172 121OD1e-5 1.24% 53.46 12.560% 
2 121ND1e-6 1.64% 37.37 2.067% 173 121OD1e-6 2.76% 40.81 4.865% 
3 121ND1e-7 1.48% 32.97 0.369% 174 121OD1e-7 1.76% 34.51 1.085% 
4 121ND2e-6 1.56% 39.22 3.320% 175 121OD2e-6 2.92% 43.86 7.020% 
5 121ND2e-7 1.48% 34.02 0.644% 176 121OD2e-7 1.48% 35.80 1.728% 
6 121ND2e-8 1.29% 32.11 0.094% 177 121OD2e-8 1.25% 32.53 0.296% 
7 121ND5e-6 0.16% 43.65 6.863% 178 121OD5e-6 1.20% 49.03 10.121% 
8 121ND5e-7 1.16% 35.56 1.230% 179 121OD5e-7 0.96% 37.88 3.105% 
9 121ND5e-8 1.46% 32.60 0.209% 180 121OD5e-8 1.26% 32.93 0.595% 

10 122ND1e-5 0.84% 39.66 5.384% 181 122OD1e-5 0.60% 40.40 7.070% 
11 122ND1e-6 0.56% 31.24 0.994% 182 122OD1e-6 0.84% 31.42 1.522% 
12 122ND1e-7 0.40% 28.79 0.124% 183 122OD1e-7 0.44% 28.89 0.195% 
13 122ND2e-6 0.76% 33.25 1.780% 184 122OD2e-6 1.04% 33.52 2.633% 
14 122ND2e-7 0.44% 29.13 0.235% 185 122OD2e-7 0.36% 29.17 0.345% 
15 122ND2e-8 0.13% 28.25 0.018% 186 122OD2e-8 0.17% 28.28 0.030% 
16 122ND5e-6 0.52% 36.51 3.462% 187 122OD5e-6 1.52% 37.19 4.852% 
17 122ND5e-7 0.28% 29.98 0.480% 188 122OD5e-7 1.28% 30.43 0.940% 
18 122ND5e-8 0.22% 28.51 0.055% 189 122OD5e-8 0.18% 28.45 0.082% 
19 211ND1e-5 0.28% 43.59 4.587% 190 211OD1e-5 0.88% 47.40 6.045% 
20 211ND1e-6 0.40% 37.68 0.530% 191 211OD1e-6 0.40% 38.95 1.223% 
21 211ND1e-7 0.32% 36.63 0.053% 192 211OD1e-7 0.32% 36.78 0.158% 
22 211ND2e-6 0.40% 38.48 1.052% 193 211OD2e-6 0.80% 40.59 2.300% 
23 211ND2e-7 0.32% 36.75 0.102% 194 211OD2e-7 0.32% 37.09 0.290% 
24 211ND2e-8 0.33% 36.31 0.013% 195 211OD2e-8 0.33% 36.43 0.033% 
25 211ND5e-6 0.52% 40.55 2.468% 196 211OD5e-6 0.96% 43.98 4.185% 
26 211ND5e-7 0.36% 37.04 0.275% 197 211OD5e-7 0.36% 37.85 0.673% 
27 211ND5e-8 0.34% 36.53 0.028% 198 211OD5e-8 0.34% 36.61 0.081% 
28 212ND1e-5 0.44% 37.87 2.161% 199 212OD1e-5 0.52% 38.18 2.838% 
29 212ND1e-6 0.36% 34.77 0.236% 200 212OD1e-6 0.36% 34.70 0.345% 
30 212ND1e-7 0.40% 34.15 0.024% 201 212OD1e-7 0.48% 34.12 0.047% 
31 212ND2e-6 0.40% 35.24 0.496% 202 212OD2e-6 0.40% 35.28 0.690% 
32 212ND2e-7 0.40% 34.22 0.048% 203 212OD2e-7 0.44% 34.21 0.079% 
33 212ND2e-8 0.33% 34.01 0.004% 204 212OD2e-8 0.45% 34.02 0.011% 
34 212ND5e-6 0.56% 36.53 1.221% 205 212OD5e-6 0.48% 36.68 1.606% 
35 212ND5e-7 0.40% 34.44 0.122% 206 212OD5e-7 0.48% 34.41 0.206% 
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Table 51 Output parameters of the (ND) and (OD) models  (Cont.) 

# Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 # Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 

36 212ND5e-8 0.50% 34.09 0.013% 207 212OD5e-8 0.50% 34.09 0.027% 
37 220ND1e-5 1.28% 31.44 1.719% 208 220OD1e-5 0.80% 30.26 2.464% 
38 220ND1e-6 0.60% 28.23 0.239% 209 220OD1e-6 0.60% 28.23 0.239% 
39 220ND1e-7 0.48% 28.08 0.015% 210 220OD1e-7 0.44% 28.05 0.014% 
40 220ND2e-6 0.60% 28.81 0.349% 211 220OD2e-6 0.52% 28.48 0.501% 
41 220ND2e-7 0.52% 28.10 0.029% 212 220OD2e-7 0.56% 28.08 0.034% 
42 220ND2e-8 0.45% 27.98 0.003% 213 220OD2e-8 0.49% 28.00 0.003% 
43 220ND5e-6 1.88% 30.06 0.937% 214 220OD5e-6 1.28% 29.33 1.327% 
44 220ND5e-7 0.52% 28.20 0.075% 215 220OD5e-7 0.56% 28.20 0.089% 
45 220ND5e-8 0.50% 28.03 0.007% 216 220OD5e-8 0.46% 28.03 0.006% 
46 221ND1e-5 1.44% 42.27 4.894% 217 221OD1e-5 1.60% 46.84 7.139% 
47 221ND1e-6 1.64% 35.09 0.783% 218 221OD1e-6 1.88% 37.07 1.892% 
48 221ND1e-7 1.76% 33.53 0.104% 219 221OD1e-7 1.88% 33.51 0.321% 
49 221ND2e-6 1.08% 36.46 1.349% 220 221OD2e-6 2.04% 39.42 3.016% 
50 221ND2e-7 1.48% 33.77 0.189% 221 221OD2e-7 1.96% 34.21 0.583% 
51 221ND2e-8 1.17% 33.08 0.021% 222 221OD2e-8 0.81% 33.30 0.059% 
52 221ND5e-6 1.48% 39.18 2.773% 223 221OD5e-6 1.60% 43.17 4.974% 
53 221ND5e-7 0.72% 33.90 0.370% 224 221OD5e-7 1.84% 35.58 1.170% 
54 221ND5e-8 1.82% 33.45 0.058% 225 221OD5e-8 1.86% 33.86 0.171% 
55 222ND1e-5 1.80% 34.30 2.567% 226 222OD1e-5 1.68% 34.55 3.493% 
56 222ND1e-6 0.60% 30.18 0.329% 227 222OD1e-6 1.48% 30.07 0.570% 
57 222ND1e-7 0.56% 29.43 0.038% 228 222OD1e-7 0.52% 29.33 0.047% 
58 222ND2e-6 1.36% 30.86 0.725% 229 222OD2e-6 1.68% 30.96 1.048% 
59 222ND2e-7 1.52% 29.36 0.085% 230 222OD2e-7 0.40% 29.33 0.082% 
60 222ND2e-8 0.65% 29.19 0.007% 231 222OD2e-8 0.89% 29.16 0.012% 
61 222ND5e-6 0.88% 32.40 1.459% 232 222OD5e-6 1.84% 32.68 2.104% 
62 222ND5e-7 0.56% 29.66 0.158% 233 222OD5e-7 1.24% 29.71 0.315% 
63 222ND5e-8 0.66% 29.21 0.022% 234 222OD5e-8 0.42% 29.18 0.024% 
64 223ND1e-5 2.32% 31.50 1.962% 235 223OD1e-5 1.60% 30.73 2.175% 
65 223ND1e-6 0.76% 28.09 0.212% 236 223OD1e-6 1.36% 27.94 0.252% 
66 223ND1e-7 0.36% 27.50 0.017% 237 223OD1e-7 0.36% 27.47 0.014% 
67 223ND2e-6 1.52% 28.56 0.538% 238 223OD2e-6 0.84% 28.38 0.442% 
68 223ND2e-7 0.40% 27.58 0.035% 239 223OD2e-7 0.40% 27.54 0.030% 
69 223ND2e-8 0.37% 27.45 0.003% 240 223OD2e-8 0.69% 27.46 0.003% 
70 223ND5e-6 1.84% 29.93 1.075% 241 223OD5e-6 1.80% 29.52 1.242% 
71 223ND5e-7 0.96% 27.79 0.110% 242 223OD5e-7 0.72% 27.70 0.098% 
72 223ND5e-8 0.74% 27.43 0.010% 243 223OD5e-8 0.50% 27.46 0.008% 
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Table 51 Output parameters of the (ND) and (OD) models  (Cont.) 

# Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 # Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 

73 224ND1e-5 0.84% 38.01 3.423% 244 224OD1e-5 0.64% 39.76 4.762% 
74 224ND1e-6 0.80% 33.22 0.476% 245 224OD1e-6 0.84% 33.57 0.884% 
75 224ND1e-7 0.80% 31.78 0.059% 246 224OD1e-7 0.36% 31.90 0.087% 
76 224ND2e-6 0.44% 34.11 0.803% 247 224OD2e-6 0.64% 34.68 1.482% 
77 224ND2e-7 0.80% 32.22 0.110% 248 224OD2e-7 0.52% 32.06 0.192% 
78 224ND2e-8 0.49% 31.69 0.009% 249 224OD2e-8 0.41% 31.66 0.020% 
79 224ND5e-6 0.76% 36.02 1.867% 250 224OD5e-6 0.76% 37.13 3.009% 
80 224ND5e-7 0.76% 32.68 0.240% 251 224OD5e-7 0.68% 32.79 0.453% 
81 224ND5e-8 0.78% 31.93 0.027% 252 224OD5e-8 0.42% 31.65 0.048% 
82 225ND1e-5 0.52% 33.68 2.037% 253 225OD1e-5 0.84% 33.15 3.120% 
83 225ND1e-6 0.40% 29.63 0.237% 254 225OD1e-6 0.40% 29.52 0.349% 
84 225ND1e-7 0.36% 28.94 0.023% 255 225OD1e-7 0.36% 28.93 0.036% 
85 225ND2e-6 0.48% 30.58 0.534% 256 225OD2e-6 0.44% 30.16 0.785% 
86 225ND2e-7 0.36% 29.01 0.052% 257 225OD2e-7 0.44% 29.02 0.068% 
87 225ND2e-8 0.37% 28.85 0.004% 258 225OD2e-8 0.37% 28.86 0.006% 
88 225ND5e-6 0.48% 31.99 1.101% 259 225OD5e-6 0.64% 31.56 1.678% 
89 225ND5e-7 0.52% 29.31 0.128% 260 225OD5e-7 0.40% 29.24 0.206% 
90 225ND5e-8 0.38% 28.93 0.012% 261 225OD5e-8 0.38% 28.93 0.016% 
91 231ND1e-5 4.36% 36.22 5.278% 262 231OD1e-5 4.00% 41.80 8.398% 
92 231ND1e-6 3.16% 29.39 0.940% 263 231OD1e-6 3.72% 31.61 2.300% 
93 231ND1e-7 3.44% 26.65 0.149% 264 231OD1e-7 3.24% 27.12 0.424% 
94 231ND2e-6 3.24% 30.64 1.632% 265 231OD2e-6 3.64% 33.35 3.667% 
95 231ND2e-7 3.44% 26.93 0.266% 266 231OD2e-7 3.04% 27.99 0.703% 
96 231ND2e-8 2.81% 26.69 0.033% 267 231OD2e-8 1.41% 26.38 0.092% 
97 231ND5e-6 5.80% 33.20 3.266% 268 231OD5e-6 3.72% 37.93 6.127% 
98 231ND5e-7 3.20% 28.70 0.568% 269 231OD5e-7 3.08% 29.92 1.468% 
99 231ND5e-8 5.26% 26.39 0.084% 270 231OD5e-8 2.98% 26.88 0.243% 

100 232ND1e-5 3.84% 30.33 2.774% 271 232OD1e-5 4.08% 30.58 3.921% 
101 232ND1e-6 4.12% 25.17 0.495% 272 232OD1e-6 1.24% 25.33 0.616% 
102 232ND1e-7 1.16% 23.82 0.052% 273 232OD1e-7 3.24% 23.62 0.099% 
103 232ND2e-6 1.12% 26.18 0.748% 274 232OD2e-6 1.08% 26.16 1.073% 
104 232ND2e-7 1.04% 23.77 0.092% 275 232OD2e-7 0.96% 24.19 0.144% 
105 232ND2e-8 0.97% 23.11 0.011% 276 232OD2e-8 1.13% 23.10 0.018% 
106 232ND5e-6 2.16% 28.27 1.581% 277 232OD5e-6 4.32% 28.61 2.466% 
107 232ND5e-7 2.88% 24.43 0.251% 278 232OD5e-7 1.36% 24.51 0.349% 
108 232ND5e-8 1.18% 23.46 0.027% 279 232OD5e-8 2.14% 23.44 0.050% 
109 241ND1e-5 5.92% 32.25 5.760% 280 241OD1e-5 1.44% 37.71 8.713% 
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Table 51 Output parameters of the (ND) and (OD) models  (Cont.) 

# Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 # Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 

110 241ND1e-6 13.32% 23.52 1.226% 281 241OD1e-6 3.28% 25.98 2.624% 
111 241ND1e-7 17.24% 21.52 0.193% 282 241OD1e-7 13.48% 21.94 0.559% 
112 241ND2e-6 2.08% 25.30 1.873% 283 241OD2e-6 3.20% 28.38 3.910% 
113 241ND2e-7 18.96% 21.54 0.362% 284 241OD2e-7 2.00% 22.87 0.876% 
114 241ND2e-8 23.80% 21.34 0.045% 285 241OD2e-8 23.08% 21.17 0.149% 
115 241ND5e-6 4.64% 28.72 3.625% 286 241OD5e-6 5.36% 33.63 6.608% 
116 241ND5e-7 15.80% 22.85 0.748% 287 241OD5e-7 2.60% 24.20 1.686% 
117 241ND5e-8 21.06% 23.06 0.109% 288 241OD5e-8 24.90% 21.25 0.312% 
118 242ND1e-5 3.64% 26.28 3.144% 289 242OD1e-5 3.00% 26.45 4.263% 
119 242ND1e-6 12.96% 20.80 0.613% 290 242OD1e-6 15.56% 21.30 0.895% 
120 242ND1e-7 16.24% 20.43 0.085% 291 242OD1e-7 11.08% 19.76 0.130% 
121 242ND2e-6 12.96% 22.19 1.065% 292 242OD2e-6 15.80% 21.60 1.531% 
122 242ND2e-7 13.92% 20.44 0.157% 293 242OD2e-7 18.88% 20.20 0.234% 
123 242ND2e-8 19.68% 20.41 0.020% 294 242OD2e-8 18.84% 20.07 0.031% 
124 242ND5e-6 4.68% 23.97 1.963% 295 242OD5e-6 13.64% 23.91 2.815% 
125 242ND5e-7 24.20% 21.05 0.333% 296 242OD5e-7 21.28% 20.47 0.504% 
126 242ND5e-8 19.06% 20.13 0.046% 297 242OD5e-8 13.46% 20.43 0.070% 
127 321ND1e-5 2.68% 36.48 1.871% 298 321OD1e-5 1.84% 38.94 2.701% 
128 321ND1e-6 1.44% 34.00 0.205% 299 321OD1e-6 1.36% 34.62 0.406% 
129 321ND1e-7 1.28% 33.78 0.020% 300 321OD1e-7 1.24% 33.50 0.050% 
130 321ND2e-6 1.52% 34.57 0.381% 301 321OD2e-6 1.68% 35.19 0.763% 
131 321ND2e-7 1.28% 33.70 0.042% 302 321OD2e-7 1.28% 33.79 0.101% 
132 321ND2e-8 1.25% 33.52 0.004% 303 321OD2e-8 1.33% 33.54 0.011% 
133 321ND5e-6 1.44% 35.23 0.887% 304 321OD5e-6 1.60% 36.91 1.575% 
134 321ND5e-7 1.56% 33.82 0.110% 305 321OD5e-7 1.28% 34.07 0.225% 
135 321ND5e-8 1.26% 33.40 0.012% 306 321OD5e-8 1.46% 33.68 0.027% 
136 322ND1e-5 1.68% 31.76 0.879% 307 322OD1e-5 1.72% 31.78 1.127% 
137 322ND1e-6 1.52% 30.66 0.100% 308 322OD1e-6 1.04% 30.54 0.114% 
138 322ND1e-7 1.20% 30.40 0.009% 309 322OD1e-7 1.12% 30.38 0.018% 
139 322ND2e-6 1.28% 30.73 0.195% 310 322OD2e-6 1.20% 30.73 0.263% 
140 322ND2e-7 1.48% 30.46 0.021% 311 322OD2e-7 1.40% 30.35 0.034% 
141 322ND2e-8 1.21% 30.33 0.002% 312 322OD2e-8 1.25% 30.33 0.005% 
142 322ND5e-6 1.36% 31.21 0.426% 313 322OD5e-6 1.48% 31.12 0.587% 
143 322ND5e-7 1.20% 30.53 0.047% 314 322OD5e-7 1.20% 30.46 0.073% 
144 322ND5e-8 1.14% 30.37 0.004% 315 322OD5e-8 1.50% 30.34 0.011% 
145 421ND1e-5 2.04% 35.45 0.589% 316 421OD1e-5 2.84% 36.38 0.914% 
146 421ND1e-6 2.64% 34.68 0.120% 317 421OD1e-6 2.28% 34.91 0.130% 
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Table 51 Output parameters of the (ND) and (OD) models  (Cont.) 

# Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 # Model 𝜺𝒑𝒆𝒂𝒌 𝝓𝒎𝒂𝒙 𝑰𝑴𝒐𝒎 

147 421ND1e-7 2.36% 34.45 0.011% 318 421OD1e-7 2.16% 34.63 0.016% 
148 421ND2e-6 2.44% 34.82 0.171% 319 421OD2e-6 2.28% 34.98 0.242% 
149 421ND2e-7 2.20% 34.63 0.039% 320 421OD2e-7 2.12% 34.70 0.028% 
150 421ND2e-8 2.21% 34.42 0.002% 321 421OD2e-8 2.21% 34.50 0.004% 
151 421ND5e-6 2.12% 35.13 0.319% 322 421OD5e-6 2.28% 35.63 0.460% 
152 421ND5e-7 2.28% 34.70 0.062% 323 421OD5e-7 2.40% 34.88 0.071% 
153 421ND5e-8 2.42% 34.58 0.004% 324 421OD5e-8 2.22% 34.63 0.008% 
154 422ND1e-5 2.16% 31.21 0.335% 325 422OD1e-5 2.12% 31.18 0.429% 
155 422ND1e-6 2.28% 30.91 0.043% 326 422OD1e-6 2.24% 30.94 0.083% 
156 422ND1e-7 2.16% 30.89 0.004% 327 422OD1e-7 2.24% 30.93 0.013% 
157 422ND2e-6 2.32% 30.97 0.083% 328 422OD2e-6 2.16% 30.94 0.130% 
158 422ND2e-7 2.20% 30.90 0.009% 329 422OD2e-7 2.28% 30.97 0.024% 
159 422ND2e-8 2.33% 30.90 0.001% 330 422OD2e-8 2.21% 30.90 0.005% 
160 422ND5e-6 2.24% 31.10 0.186% 331 422OD5e-6 2.32% 31.04 0.252% 
161 422ND5e-7 2.16% 30.92 0.022% 332 422OD5e-7 2.16% 30.89 0.047% 
162 422ND5e-8 2.26% 30.91 0.002% 333 422OD5e-8 2.30% 30.90 0.009% 
163 TTTND1e-5 1.40% 35.89 2.831% 334 TTTOD1e-5 1.80% 38.28 4.186% 
164 TTTND1e-6 1.52% 31.51 0.375% 335 TTTOD1e-6 1.16% 32.21 0.806% 
165 TTTND1e-7 1.00% 30.93 0.071% 336 TTTOD1e-7 1.44% 31.35 0.107% 
166 TTTND2e-6 1.24% 32.45 0.653% 337 TTTOD2e-6 1.40% 33.23 1.469% 
167 TTTND2e-7 1.32% 31.10 0.073% 338 TTTOD2e-7 1.36% 31.35 0.204% 
168 TTTND2e-8 1.17% 30.75 0.009% 339 TTTOD2e-8 1.25% 30.71 0.033% 
169 TTTND5e-6 1.36% 34.06 1.467% 340 TTTOD5e-6 1.40% 35.64 2.676% 
170 TTTND5e-7 1.44% 31.15 0.211% 341 TTTOD5e-7 1.44% 31.43 0.476% 
171 TTTND5e-8 1.98% 30.83 0.035% 342 TTTOD5e-8 1.18% 30.88 0.054% 
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